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NFV Deployments Are Increasing

Ericsson NFV Market Leadership Jan 2018
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Ericsson 5G momentum

10+ .. .

live end-to-end 5G network o0 o
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Europe

39 Operator Agreements

22 Industry partners

45 University and institute
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W\



Open Source Engagements
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Ericsson Distributed Cloud Vision
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Deployment Scenario Example
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Hierarchical Orchestration Example

» Orchestration driven deployment
- SW entities and infra capability for VNF/PNF to support

— Anchoring many end points from the orchestration
layer

— Manage resource orchestration for SW entity’s and
images

— Use standardized VIM interfaces toward
APPC/infrastructure, being defined by ONAP and ETSI-
MANO

— Constrained infrastructure for memory, storage and CPU
» Orchestration shall handle all use cases for a
distributed network

- Work with external overlay/underlay networks toward
edge environments

— Scalability being important to understand (1:1000)
relation

— Security and availability without affecting Application
VNFs/PNFs
» Orchestration for container, VM and bare metal
workloads across multiple sites
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Edge Transformation High level Requirements

Cloud Infrastructure (HW & SW) at the edge
Remote management of small sites

E2E orchestration of workloads

Closed loop automation

Analytics at the edge

Intelligent workload placement

APIs for 3" party apps for leveraging edge

OpenStack

Kubernetes

Big Data

Orchestrati
on

Automation
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Cloud Evolution Technology Focus

Micro-Services
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Ericsson Engagement in Akraino
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