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KubeEdge-AI Architecture



Service Architecture



Edge AI Architecture based KubeEdge
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Architecture@cloud
• EdgeAIController

– Management for edge-AI feature:

• collaborative-training-task

• incremental-learning-job

• joint-inference-service

• Dataset API/Controller
– Manage dataset at edge

• Model API/Controller
– Manage model at edge
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Due to current implementation of kubeedge, GC will be as a 
module in cloudcore of kubeedge.
Another choice: standalone controllers out of cloudcore for 
decoupling.
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Due to current implementation of kubeedge, 
we use mqtt in LC to interact with GC.
Better choice: edgemesh?
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Edge AI Feature: Federated training

Federated training CRD

Aggregation worker 
learning CRD

Edge training workers



Edge AI Feature: Federated learning
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0. User creates a federated-task crd

1. GC watches this crd, syncs to LCs.

2. GC creates the aggregation 

worker, and publishes it as a service.

3. GC creates these edge training 

workers

4. GC waits these workers’ to 

complete (not showed in diagram)
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Thank You


