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1.1 LF Edge Akraino Project Overview

- 20 < Blueprints (BPs), BPs Proposals & Development Projects

- set of Open Infrastructures & Application Blueprints (BPS)

= Coordination & Co-operation with Multiple Upstream Open Source
Communities/SDOs as:

- Airship,
- OpenStack,
- ONAP,
- ETSI MEC,
- GSMA,
- TIP,
- CNCF
- O-RAN
Objective: To deliver a fully integrated stack
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1. 2 LF Edge Akraino Project Overview: Stage 3 Project - 2

- LF Edge Stages - Definitions & Expectations ) Following a balanced approach - open/welcoming but scope managed

Every Foundation Project has an associated Maturity < TACPDhitafos >
Level, as voted on under the approved Project Lifecycle Welcoming Opern Expand LF Edge Ve Acceleate Adotion &
Document (PLD) Process. Unifed community based on Mission Pace of Innovations
- i iti i Growth Stage Impact Stage .
Projects of all maturities have access to Foundation At LargeSandbox g pact Jtag Fmeris S
Resources. (Incubating) Top Level
- Stage 3: Impact Stage ('Top-LeveI') Definition v Contributng Company ~ * Potential top level projects  * Standard PLD process and
. : Supports (fnding, marketi ement teia as per LF Fd
- Projects that have reached their Growth Goals and are pports (ndr maretrg - (complenty) - e asperF e
T etc) in neutral LF * Potential Harmonization
now on a Self-sustaining Cycle of Development, ¢ Recommended by TAC, (overlp)
Maintenance, and Long-term Support. approved by GB's Strategic * Neutral Bushness Case (cost
Planning Committee offset by additional member

funding/community)

Impact Stage projects are widely used in Production + Recommended by TAC
Environments and have Large, Well-established Project soproved by G
Communities with a number of Contributors from at least two

(2) Organizations.
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1.3 LF Edge Akraino Project Analytics - Commits by Contributors and Companies

All Projects > Linux Foundation Edge > Akraino (beta) > Technical Trends > Summary

( @ Copy Short URL ) Jump To Sections Within This Page:  Source Control v [ @g Select Time Range (Last 90 Days ) ]

SOURCE CONTROL SOURCE CONTROL
=3
Go To Overview Go To Overview

SOURCE CONTROL

Go To Overview
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Lines Of Code Changed
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nits

NAME
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Ricardo Noriega
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No Of Sub Projects

All Projects > Linux Foundation Edge > Akraino (beta) > Technical Trends » Summary

Jump To Sections Within This Page :
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Xinhui Li 83.20K
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1. 4 Akraino Project TSC Sub-committees

Akraino TSC Sub-Committees

Subcommittees

22 /ARKRAIND  Platser v Fragor

! 'ﬁ Akraino

v Technical Steering Committee (TSC)

> API Sub-committee

* 2020 Goals

e > Cl, Blueprint Validation Lab sub-committee
* Akraino Technical Community Document

e e > Documentation Sub-committee

Community Governance

w

v

v

E":"‘“"“’LM‘*“”QS&Ca"’""” > Process, Project review and recommend, documentation sub-committee
> API Sub-committee

» Cl, Blueprint Validation Lab sub-committee > Secu rity S u b -comm ittee

> Documentation Sub-committee
> Process, Project review and recommend, documentation sub-committee ) Tec h n i ca | CO m m u n ity Su b _ CO m m ittee
» Security Sub-committee

> Technical Community Sub-committee

> Upstream Sub-committee

» Upstream Sub-committee
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1. 5 Akraino Project (Blueprint) Lifecycle States and Reviews phases

Five (5) states that Projects goes through.

A Project Lifecycle may extend across Pro
posal
Multiple Projects and Akraino Releases. - m m m m

Prqectdoesn‘tonsl i Progect has resources Pro’ectnstullywbb | lF::t::;:lp«mdesvalv.w | Project can reach
. functioning and stal racenves Archived state for
i i May not have real m;nmm . Project hes achieved Interest from a broad muliple (easons
The Procedure of moving from one(1) State to the next e s st Proocthos Schved — audence
one is independent from the Akraino Release . Propasallobecreals | The outcome s | m:,ﬁ,

. . . pro’_ec!duelo minimum viable completed and
Lifecycle and the pace depends on each individual busioss noods. S Sl
PrOjeCt. demonsirates the business values, or

value of the project projoct has boon
In order to effectively review Project progress, four (4) :°:’°°°" 5 (vechote Senie
. . . . . i Not expected
Reviews are built-in to the Project Lifecycle, namely, used n production I T am et
environments. £ 08 Alchived
through & Termination
- Proposal, it
- Incubation,
- Mature,
- Core
- Archived
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1. 6 Akraino Project R3 Overview

Akraino Release 3 (R3) - approved in August 2020 Akraino R3 Blueprints AFIKRHIHU

. R3 Blueprints (Mewi)
Akraino Release 3 (R3) included 6 new Blueprints:

Applications
. RI/R2 enhanced Blueprints

1. 5G MEC/SIlice System to Support Cloud Gaming, HD Video and
Live Broadcasting Blueprint

2. The Al Edge: Education Video Security Monitoring; [ SG”Eca“‘eﬁ:Z‘*Mde_Sm
Infrastructure 5
3. Micro-MEC 0T . 56 MEC - Cloud Gaming .ICN .NetworkCIoudFamin
10T GW/uCPE
. . . . .TelcoAppIiance-RadioEdge .IEC-Type 15
4. |EC Type 3: Android Cloud Native Applications on Arm servers on . MicroMEC . C Type Cloud (REC) . CommacdVatid KNI Provider Access
the Edge

Edge (PAE)

| Wil @ o wer |

5. IEC Type 5: SmartNIC for Integrated Edge Cloud D‘% = ﬁ“{ i m_ ﬁ 1 — | @ g

- - . . . . . - . Access Aggregation Regional Data Centralized Data 3

6. Enterprlse App|lcat|0nS on nghtwelght SG TeICO Edge Distributed Devices and Systems Buildings / Factories / Smart Homes : HErs Hubs/COs Centers Centers n
MCU-based Embedded Smartphones, PCs, ruggedized Servers in secure on-prem ', Server-based compute at Telco Server-based compute at Servers in traditional

devices compute loT gateways and servers
in accessible to semi-secure areas

n On-Prem Data
Constrained Device Edge Smart Device Edge Center Edge

User Edge

data centers, MDCs <4 Network and Edge Exchange Sites  Regional Telco and Direct
& Peering Sites

Access Edge Regional Edge

Service Provider Edge
Dedicated, Operated Shared, Xaa$

cloud data centers




1. 7 Akraino Project R4 Overview

Akraino Release 4 (R4) - approved February 2021
- Connected Vehicle,
- AR/VR oriented Edge Stack for Integrated Edge Cloud (IEC),

- Radio Edge Cloud (REC),

- The Al Edge: Intelligent Vehicle-Infrastructure Cooperation
System(I-VICS),

- 5G MEC/Slice System to Support Cloud Gaming,

- HD Video and Live Broadcasting,

- IEC Type 3: Android Cloud Native Applications on Arm
Servers in Edge for Integrated Edge Cloud (IEC),

- Enterprise Applications on Lightweight 5G Telco Edge, Public
- Public Cloud Edge Interface (PCEI),

- The Al Edge: Federated ML Application at Edge,

- Private LTE/5G ICN

- loT Workloads at the Smart Device Edge - Predictive

/A AKRAIND

. R4 Blueprints (New)

Akraino R4 Blueprints

Applications
RI/R2/R3 enhanced
Blueprints
. lloT - Predictive Maintenance . KubeEdge
. Public Cloud Edge Interface
. 5G MEC - Enterprise
The Al Edge - Security, Autonomous
Infrastructure . Vehicle, Federated Learnin
ELIOT . 56 MEC - Cloud Gaming .'PCN sc,b Nework Cloud Famiy
10T GWACPE -

Telco Appliance -Radio Edge . IEC-Type 25

Cloud (REC) .
. Connected Vehidle .KNI Provider A_ccess Edge
(PAE) & Industrial Edge

I

i rerer ~ )
>_ (n | o e (M

28 # L i . 5
" il Centralized Data C s

Access Aggregation Regional Data entralized Data Centers
Distributed Devices and Systems Buildings / Factories / Smart Homes Vg lggbes?COS egCenters &

MCU-based  Embedded ~ Smartphones, PCs,ruggedized  sonversinsecureonprem Jgll  Serverbased computeatTelco  Senver-based compute at Servers in traditional

devices compute loT gateways and servers datacenters, MDCs S Network and Edge Exchange Sites  Regional Telco and Direct cloud data centers
in accessible to semi-secure areas Peering Sites
. On-Prem Data .
Constrained Device Fdge Smart Device Edge Center Edge Access Edge Regional Edge

Senvice Provider Edge

Shared, XaaS

User Edge
Dedicated, Operated

- Maintenance (with a Thermal Imaging Camera, Vibration Sensors).

/A RKRAIND



1. 8 Akraino ETSI MEC Blueprints

Main page

OpenAPI| development

guidelines
MEC Ecosystem

Proofs of Concept
Ongoing PoCs
PoC Topics

PoC Framework
Logos&Guidelines
Q&A

Deployment Trials

Page Discussion

MEC Ecosystem

This page provides information very much related to the work of the ETSI ISG MEC Deployment and ECOsystem DEvelopment (DECODE &) Working Group, whose

Read

aim is to accelerate the development of the MEC ecosystem:

View source

e Forge Projects &: Includes OpenAPIl/Swagger & Protobuf descriptions of the APIs specified by ISG MEC.

e OpenAPI| development guidelines&’: How can | contribute to the API development?
e MEC Sandbox': MEC Service API playground

e MEC Sandbox Scenarios& (EOL account required): Macro/micro network emulation scenarios

e MEC Applications#’: 3rd party solutions

e MEC Solutions: 3rd party solutions

MEC Applications

List of MEC Applications made available by third parties

Connected Vehicle Blueprint
(Aka CVB)

Z“a AKRAINDO

CVB provides a V2X focused MEC platform, which offers
services to connected vehicles. These services are
delivered to applications hosted on vehicles based on a
set of policies for data dispatch and response. As the
blueprint continues to be developed, further connected-
vehicle applications and services are being incorporated
into the blueprint.

MEC Platform(s), MEC
Platform Manager

View history

Search MECwiki

MEC 011 Mp1
& Mm5

Link

Yarg Yang®

Enterprise Applications on
Lightweight 5G Telco Edge
(EALTEdge)

Z'}) AKRAINDO

Public Cloud Edge Interface
(PCE))

Lightweight telco edge platform, enabling Enterprise
applications on telco edge. Offering a: Unified Portal for
platform management and for App developers; Sandbox
with SDKs and tools chains for MEC app developers;
Heterogeneous deployment on Multi-Arch; ETSI MEC
Compliance.

The purpose of Public Cloud Edge Interface (PCEI)
Blueprint family is to specify a set of open APIs for
enabling Multi-Domain Inter-working across functional
domains that provide Edge capabilities/applications and
require close cooperation between the Mobile Edge, the
Public Cloud Core and Edge, the 3rd-Party Edge
functions as well as the underlying infrastructure such as
Data Centers and Networks.

MEC Platform(s), MEC
Platform Manager

Provides an enabler
layer that facilitates
interworking between
Edge Computing
platforms, including
Multi-Access Edge
Compute, Public Cloud
and 3rd-Party Edge
Compute, and Mobile
Networks

MEC 011 Mp1
& Mm3

MEC 013
Location API

Link &

Linke?

Gaurav

Agrawal &

Oleg Berzin&
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2. Akraino Technology Information update process - 1

(almost) everything you want to know about ETSI MEC

Presented;by: Alex Reznik, ISG Chair
ETSI MEC Leadership Team

For: Public consumption

Akraino TSC
Sept 23-24, 2020

ETSIZ
ers

A key part of ETSI Network Automation Standards

il Inter-MEC &
MEC-Cloud

w2
pevieasd—— t (MEC 035 Study)

CFS

Device-triggered +

LCM Enablement 35 Management of
(MEC 16) pon MEP

MEC

1 e OV i
w3 : e < as a VNF
(MEC 10-1)

st

[Servce] : . . LCM Mgmt of 3¢
MEC. H
BC Ao : : party Apps

(MEC 10-2)

——f— NiVreference points ~ ——f—— MEC reference points  ——f—— MEC-NFV reference points

Mv1 —related to Os-Ma-nfvo Mv2 —related to Ve-Vnfm-em Mv3 — related to Ve-Vnfm-vnf

ZSM: overall approach NFV, OSM: managing telco clouds MEC: managing edge telco clouds

ETSIf__ )\
N\ Z

ETSI Forge OpenAPI repository
[ BETTT XY - %OPENAPI

vihioe

‘7’({ ) Wekcome Tokepart Tools- Register Users~ FAQs

https://www.openapis.or

Welcome to ETSI Forge

Motivation: Validation; Accessibility; Feedback

Collaborative tools for standardized technologies . Tameting 3" pafty dmlopef

API descriptions all publicly available

* Electronic form (machine readable)

* Compliant to the OpenAPI Specification
*  Automated compliance checking

Activity from ETSI groups

* Interactive documentation
* Auto client/server communication stub
generation ;
*  Multiple language support, e.g. Node.js, Java, Go

https://forge.etsi.org
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2. Akraino Technology Information update - 2

Google Anthos

by

Prajakta Joshi

Akraino TSC
2020-10-06

Centralized config management

o Google ClOUd Platform On-Prem Data Center
Policy
Config Repository
(I\D#Iana?emem Store Policy
perator
Sync Policy @ Cloud J’
l Interconnect
1 Config
Google
] Kubgmcles Q Management
Operator
Engin
Syne Policy
GKE
On-Prem

Anthos Config Management architecture (click to enlarge)

Service Mesh: Manage heterogeneity + Cap-grow-drain

4. Grow new
S container
VM orchestratlon‘ services
1‘}'3'? new Automation,Cloud OSS/BSS,
-based T : Workflow specification, Service
services ' Chaining and composition @
i th Service Mesh Control Plane :
PEEEERR R TR Traffic Director/ASM . Kubernetes/GKE
2. Drain VM : "
o 3.In the interim,

period- stitch

Any hardware in any Edge fll} H/W {n} H/W ﬁi} H/W ﬁ} H/W G

Google for Telco » Control ~——# Data

12



2. Akraino Technology Information update - 3

Pelefinica

Operator Role

The Value Chain

a
Connectivity Facilities

Data centre

Cloud stack App enablement

Marketplace

>@> >@g»ﬂ > a8

App delivery Business

E:

TeICO Ed e ClOUd Platform o — Sl
Do rien russ (N - Enterprise
— —» .
Operator / Enterprise Business
G | d E bl Platform
il L S€OP€  |nfrastructure — Py S Consumer
Provider Lo} SBN- ULER 55 Enterprise
/ ~—»  Enterprise Business
. Marketplace —» Consumer
F———— Colo.catlon Wy Hyperscale e R Enterprse
Provider —* Cloud Provider P
Diego R. L()pez _,  Enterprise
Telefonica
- RECONECTA 4 Telefinica
Akraino TSC
2020- 11- 06
Apgic ataon
The Framework o s
« The edge environment has to work as a single cloud provider o : o om
Consistent APIs for developers: Build once, run anywhere —_— ! I

SBI-NF

User Client -
X Manag

arvic
Federation Manager
SB1-CR Role
perator Platforry

Federation Broker "
le

£ RECONECTA Fetefonica

Support for different deployment styles
Multi-dimensional openness

* The Ultimate Goal: In-Network Computing
A service continuum based on

Programmable network devices

= Languages and abstractions to implement network functions "

= Data-plane abstractions and new network protocols to

efficiently federate decentralized computing

= Decentralized security and discovery mechanisms

End-to-end orchestration of all kind of resources and
functionalities
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+f RECONECTA

Eage Computrg
Pt
o Ccw oW

Aps
Eage Edge Eage _apy,

tance irstarce Fstencs Yes

=) ’
&b % e eose EE?

a %

w“ % @

B == G

ON-PREMISE EDGE

| Local Region

===

Central
Data G

Private and
Public Cloud
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2. Akraino Technology Information update - 4

Customer Domain

Customer Application CANTATA
Mehmet TOV, EhD ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, Coordinator (CUs:BUS)
Ass. Fellow _ .
.................. -+ ALLEGRO
Verlzon : (CUS:SOF)
BUS: Business AppI|Cahons
December 2020 _____ CUS: Customer Application Coordinator =+
- ECM: Element Controland Management
- ICM: Infrastructure Controland Management
. NFV-MANO: Network Function Virtualization
* (NFV)-Management and Orchestratlon(MANO)
_ : . NFVO:NFVOrchestrator -~~~
LR EEER : : : : : : : : Or-Vnfm: Reference point between NFVO and
verlzon\/ 2000 Vi, T documen s e progery o e b s o o G s Vel e pemissin. : - VNFM

- SOF: Service Orchestration Functionality -
- Ve-Vnfm-em: Reference pointbetween
. EIement Manager (EM) and VNF Manager

Wanager (VIM) and \@b0RA Verizon. This document is the
: irtual Network Functions (VNF) - ;

- Manager

st

E !\CLU%\ T

SP Domain

Business Applications

LEGATO (BUS:SOF)

Service Orchestration Functionality

- PRESTO

...........................

| Infrastructure Control |
and Management

..............................................

. ADAGIO
' (ICM:ECM)

Virtual Infrastructure
Management &
Element Management

Element Control

NFV-MANO <= : -
and Management : :

Infrastructure (Network, Compute, Storage) : 3

14



2. Akraino Technology Information update - 5

Anuket — Telecom Reference Infrastructure

for SDN Functions™
>

Project Update

Sukhdev Kapur, Distinguished Engineer, Juniper Networks
Beth Cohen, Verizon
December 17, 2020

5 ’

L1 THELINUXFOUNDATION

Anuket | Problem Statement

Many combinations

.

A silo deploymentsA

J

O THELINUX FOUNDATION

kP

(Common Shared Infrastructure)

Infrastructure Abstraction

v Reduced TCO

v Consistent Operating Model

v Better Utilized Infrastructure
v/ Scalable

v Easy to automate

v Unified Verification and Testing

Anuket | Workstreams (WS)

Reference Architecture

. Guidelines
Reference Model * Gap analysis
R . Innovation
. equ
Ir

Reference Architecture

RA2 O

* Cloud Native
Specificati

O THELINUX FOUNDATION

— )
RA1 . :
et
* OpenStack Based
GsSMA = =
. Specification

Reference Implementation

RI1

Reference Implementation

RI 2

5 H
. Install & Lab Requirements |}

ook (Cookbook)

lopment Planning

Reference Certification

RC1

—

1
H
i

Under Planning...
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2. Akraino Technology Information update - 6

/@'\" AWS Global ey em et at e et ee et eRe e reee TRt asees e et e
N/ Accelerator H

NLB I@ '

A’L“: -
Amazon $3 Amazon DynamoDB AWS Lambda : Amazon SQS  Amazon SNS  AWS loT Core
Y H

AWS Outposts and AWS Wavelength ///

EIP - 10.1.1.11: 54.19.12.23 On-premises

Transit vy
'/r ransit

Client to site VPN Gateway VPCs
H H X5000

i~ B H
] Bl VPN
service ... mevesall
H £ Intra or

Instance A H i
10.1.011/24 : —— inter —@® \/PC-B
H E region
VPC
VPC Traffic - i Peering (AR
Mirroring DXGW Connect

Matt Lehwess
Outposts . Instance C Instance D _ﬁ
On-premises

Principal Developer Advocate
AWS EC2 NLB 10.1.233/24 10.1.3.44/24
On-premises
VGW

VPC CIDR 10.1.0.0/16 + Expand + IPv6

Amazon 53

AWS PrivateLink - 5
: ateway
Enabled Services AW k& Endpointls)_ e S Gateway Route TabLe

An in-depth look at hybrid cloud use cases :

T
Endpoint(s)

Extending the cloud for a truly consistent hybrid experience

On-premises, Metro centers and the 5G edge

AWS Region

AWS
OUTPOSTS

Fully managed AWS
infrastructure delivered
to virtually any customer
datacenter or on-
premises location

AWS
LOCAL ZONES

&
&0

Places compute,
storage, database, and
select AWS services
closer to where your
end users are located

AWS
WAVELENGTH

&

Embedded in 5G
networks to extend
AWS infrastructure,

services, APIs, and tools

us-west-2

AWS Region
us-west-1

Wavelength Zone

@ 0

AWS Region
us-east-2

o

AWS Region
us-east-1




3. Akraino 2021 API related activities - 1

Akraino API Sub-committee TSC Mission:

Chair; Jeff Brower

Develop an API Plan for the Akraino BPs Collaboration +

Development.

The TSC has asked the APl subcommittee to identify commonality between APIs,
and possibly identify a “base” set of Akraino Edge Computing APIs.

This is future work,

/A RKRAIND

Co-Chair: Jane Shen

under discussion.

P— trrforum

—_——. -y —
L e Swamp of POX

evel 0: Th

1.3 REST API SPECIFICATION INFORMATION

C-Discovery C-Publication Support

Combined MEC Platform + CCF

Figure 4.3.3-1: Fully-integrated hybrid deployment of CAPIF and MEC
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3. Akraino 2021 API related activities - 2 ==
Akraino Blueprint Projects R4 APl Reporting Requirements | o ’ ==
API Category | ouwow
level 2
 All R4 BPs Project APIs will be organized and published MR \,
on the API map page of the Akraino API Portal. 1 }\'{... | |

» The API Portal will include both:
- APl Map Navigation and
- Search Capability

* In addition to BP Projects’ mandatory baseline API info,
optional information about:

1. After you enter a
Project Name, drop
down menus will
beoome! availﬁble

-------------

{ Edge Infrastructure )

Vertical Applicatios

- API Category AP| Category
s level 3 / level 4
:
/ | e
Application manageme: | e
=t
’ [ _DevOps
B ——— » e
e
..................
L
' .........
.......... .
} uuuuuuu
,
ns [ Amve

.........

Akraino Blueprint Project APl Information

(a) Telco Network Interface APIs, and

APIs Offered by Your Project {Mandatory)

(b) Kubernetes Environment APIs Info will be collected. e | i : >
— 2. Selectw;\F'l
3rd Party APIs Consumed in Your Project (Mandatory) categories and
. . T other info. Thesem
This will be used to support: : e
- One-stop API Presentation, : satoy'

- Analysis, Comparison, finding similar APIs, and

- Sandbox/Sample Code.
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~
3. If your project is
built on top of
Kubernetes, let us
know which APls
you consume or offer

offering or
consuming telco
network APls,

fields

~
4. If your project is

please fill in these

sheetl  sheez —— Note — do not modify Sheet2 ! (it contains menu macros)
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Questions?
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