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Question about installation and running ELIOT FUJITSU

Thanks for advice in previous meeting for our ELIOT installation.
We seem to have installed ELIOT successfully. But we have not run ELIOT
successfully. So let me confirm the followings.

1.

We have installed ELIOT release 5 following installation guide in wiki.
Could you confirm whether running pod/service is enough or not to confirm
whether we installed successfully or not?

According to the software platform architecture in ELIOT R5 wiki,

there is a Hawkbit in ELIOT Master Node.

However Hawkbit seems not to be installed to our environment following
installation guide. Must we install hawkbit?

If so, could you provide how to install hawkbit?

According to the software platform architecture in ELIOT R5 wiki,

there is a Prometheus and OPC-UA in ELIOT Edge Node.

However Prometheus and OPC-UA seems not to be installed to our environment
following installation guide. Must we install Prometheus and OPC-UA?

If so, could you provide how to install Prometheus and OPC-UA?

We can not run hawkbit in ELIOT Edge Node with pending message.
Could you provide how to run hakbit in ELIOT Edge Node?

We can not run mepm-fe in ELIOT Edge Node with CrashLoopBackOff message.
Could you provide how to run mepm-fe in ELIOT edge node?
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Question 1 (ELIOT Master Node) FUjiTSU

« We have installed ELIOT release 5 following installation guide in wiki.
Could you confirm whether running pod/service is enough or not to confirm
whether we installed successfully or not?

Pods/Services which are running in our ELIOT Master Node
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Question 1 (ELIOT Edge Node) FUjiTSU

« We have installed ELIOT release 5 following installation guide in wiki.
Could you confirm whether running pod/service is enough or not to confirm
whether we installed successfully or not?

Pods/Services which are running in our ELIOT Edge Node

root@edge-m2: " # kubect| zet pod root@edge-m2: " # kubect| get svc
STATUS NAME TYPE CLUSTER-IP

Running commandnodeport NodePort 10.109.43.106

ec | ipse-hawkb it -6f86fchbd-1 rOw? Pending Hojeﬁorlc }g }g;ggg%’gg
ec| ipse-hawkbit-mysal -master-0 Pending Anode . odePor .107.250.

| ipse-hawkbit - rabbitma-0 Pend eclipse-hawkbit ClusterIP  10.99.224,245
poridblr b b ending ec ipse-hawkbit-nysal ClusterlP  10.107.145.225

edzex-conf ig-seed Comp |eted ec| ipse-hawkbit-rabbitma ClusterIP  10.111.120.228
edgex-core-comnand-5df 3f ffcf 7-bb2el Running ecl ipse-hawkbit-rabbitma-headless ClusterlP  None

edzex-core-consul -7cb65374cc-mvmlw Running edgex-core-command ClusterlP 10.102.78.248
edgex-core-data-9d586d54-52xn7 Rurning edgex-core-consul ClusterIP 0.102.221.70
edgex-core-metadata-6dcbb6d896-4drzh Running edgex-core-data ClusterIP 0.102.47.185
edgex-device-virtual -7dd4dc36c77-cbxtb Rurning edgex-core-metadata ClusterIP  10.102.183.191
0.106.225.79
0.110.49.63
0.102.245.21
0.97.180.226
0.96.151.126

edgex-support - ruleseng ine-6c646F8777-vasxw Running edgex-support-notifications ClusterlP  10.106.194.251

edgex-support -schedul er-749d9d545b- 1 74r5 Runnins edgex-support - rulesengine ClusterlP  10.100.175. 111

_ _ _ _ ; - edgex-support -scheduler ClusterlP  10.106.191.95
mecm-mepm-apprulemgr-fcBefdciB-ho | jk Rurning kubernetes ClusterlP 10.96.0.1

mecm-mepm-k8sp lugin-H87877chf8-zrt8¢c Running logz ingnodeport NodePort 1[]'98' ]ég 74
mecm-mepm- |cmcont rol ler-66c5b9955¢c-25¢ca9 Rurning ecn-nepm-apprul emar NodePort 10.103.237. 147
mecm-mepm-osp | ug in-76b3b35f cd-ftsft Running mecn-mepn-kSsp|ugin NodePort  10.108.146.124
mep~fe-6bt 9bbtbdd- [pbkn Running mecn-mepm-|cmcont rol ler NodePort 10,106.192.162
mepm-fe-99bbbd8- [kbss CrashlLooprBackOft Wnecn-nepm-osplugin NodePort 10.101.69.18
mepm-post gres-0 Rurning mep-fe NodePort 10.108.29.215
rabbitmg-0 Running mepm-fe NodePort 10.103.196.27
rabbitma-1 Running mepm-post gres ClusterIP 10.109.248.193
rabbitmg-2 Running metadatanodeport NodePort 10.97.51.97
rabbitma NodePort 10.100.164.15%5
ruleseng inenodeport NodePort 10.108.210.15

edzex-export -dist ro-bc883dh6d-bBt zx Rurning edgex-export-client ClusterIP
edzex-mongo-85919475bd -czz2b Running edzex-export-distro ClusterlP
edgex-support - logging-5dfhecdd87-j 4vbb Running edgex-monzo ClusterlP

1
1
1
edgex-export-cl ient -69b5bccccc-2911 Running edgex-device-virtual ClusterIP 1
1
1
. 1
edzex-support-not if icat ions-7ch8199b79-8620p Running edzex-support - lozzing ClusterIP 1
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Question 2

there is a Hawkbit in ELIOT master node.
However Hawkbit seems not to be installed to our environment following installation
guide. Must we install hawkbit?

If so, could you provide how to install hawkbit?

Software Platform Architecture

The below image shows the software platform distribution and architecture for Release 5.0.
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Question 3 FUJITSU

« According to the software platform architecture in ELIOT R5 wiki,
there is a Prometheus and OPC-UA in ELIOT edge node.
However Prometheus and OPC-UA seems not to be installed to our environment
following installation guide. Must we install Prometheus and OPC-UA?
If so, could you provide how to install Prometheus and OPC-UA?

Software Platform Architecture

The below image shows the software platform distribution and architecture for Release 5.0.
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Question 4

« We can not run hawkbit in ELIOT edge node with pending message.
Could you provide how to run hakbit in ELIOT edge node?

Status

od|grep hawkbit

0/1

0/2 Pending

0/ Pendi I‘lE;

Kubernetes log

# kubectl| describe pod eclipse—hawkbit—6f86fcdb4—7tx7t
Events:
Type Reason Age From Message

Warning FailedScheduling 2m6s (x143 over 3h33m) default—scheduler running
“VolumeBinding” filter plugin for pod “eclipse—hawkbit—6f86fc5b4-7tx7t":
pod has unbound immediate PersistentVolumeClaims

(e®)
FUJITSU
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Question 5 FUJiTSU

« We can not run mepm-fe in ELIOT edge node with CrashLoopBackOff
message. Could you provide how to run mepm-fe in ELIOT edge node?

Status

root@edge-m?: " # kubect| gzet pod|zrep mepm-fe-9f9bb5d8-fvzhk

0/1 CrashLoopBackOff 85 Bh50m

Kubernetes log

# kubectl logs mepm—fe—9f9bb5d8—fvz5k

/docker—entrypoint.sh: /docker—entrypoint.d/ is not empty, will attempt to perform configuration
/docker—entrypoint.sh: Looking for shell scripts in /docker—entrypoint.d/

/docker—entrypoint.sh: Launching /docker—entrypoint.d/10-listen—on—ipv6—by—default.sh
10-listen—on—ipv6—by—default.sh: Getting the checksum of /etc/nginx/conf.d/default.conf

10-listen—on—ipv6—by—default.sh: Enabled listen on IPv6 in /etc/nginx/conf.d/default.conf
/docker—entrypoint.sh: Launching /docker—entrypoint.d/20—envsubst—on—templates.sh
/docker—entrypoint.sh: Configuration complete; ready for start up

2021/08/03 02:24:42 [emergost not found in upstream “mep—mmb5.mep” in /etc/nginx/nginx.conf:46
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