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Agenda

› What is Integrated Cloud Native(ICN)?

› Akraino Edge Stack

› ICN - Edge Stack details

2



What is ICN?

› A reference architecture/integration initiative targeting edge computing use 

cases

› Approved (incubation phase) as a ‘blueprint’ family within the Akraino project 

(LF)

› Lead ICN use case is SDWAN.  Distributed Analytics as a Service; IOT 

framework - EdgeXFoundry, Video CDN & Streaming to follow

› Initial partners: Verizon, Intel, MobileEdgeX, Aarna Networks, VMWare, 

Dell

› Targeting October for first ICN release (Akraino R2)

› Planned Intel-optimized ingredients include: SRIOV, QAT, CSI/Optane, 

OpenNESS, Clear Linux, k8s HPA, etc.

› Highly dependent on Intel’s upstream enabling
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Akraino Edge Stack
The Akraino Edge Stack Project scope includes the software, documentation, testing, integration and 

creation of artifacts (aka “blueprints”) that aid the development, deployment, operation or adoption of 

open source “edge” implementations.

Membership:

AT&T, Ericsson, HPE, Seagate, 

Nokia, ARM, Dell, Huawei, Intel, 

Inwinstack, Juniper, NTT, 

Qualcomm, Radysis, Red Hat, 

WRS, (IBM, VMware).

• Akraino is a quasi-umbrella 

nested in the LF Edge 

umbrella

• Blueprints = Ref Architectures; 

Feature projects = any 

development projects



Transformation journey (to Kubernetes)

Compute nodes

VNF VNF

O
p
e
n
 S

ta
c
k

Compute nodes

CNF MS

K
u
b
e

rn
e
te

s
Site

Two different resource orchestrators
Compute nodes are divided

Compute nodes

K
8
S

Site

K
u

b
e

rn
e

te
s

VMs

CNF

MS
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Technical Goals of ICN BPs
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Co-existence of multiple deployment types
(VNFs, CNFs, VMs, Containers and functions) 

Soft and Strict Multi-tenancy

AI based Predictive placement
(Collection using Prometheus,  Training and inferencing framework)

Slicing in each tenant
(QoS On per Slice basis,  VLAN networks for slices, VNFs/CNFs/VMs/PODs on per slice basis  or slice 

configuration facility on shared VNFs/CNFs)

Multi Site Scheduler (ONAP4K8S)

(Auto Edge registration,  Workload placement, On-demand tenant/slice creation)

Service Mesh for Micro-services 

(Acceleration using Cilium’  Kernel bypass among service mesh side cars - e.g. Envoys;  

and others)

Programmable CNI

(to allow SFC and avoid multiple protocol layers)

Security Orchestration 

(Key orchestration for securing private keys of CA and user certificates)

Prove with either test cases or use cases

Advanced Networking support
( Multiple networks,  Provider networks, Dynamic Route/network creation, Service function chaining)



ICN Stack

Hardware

S1 S2 S3

Host Operating System

Ubuntu CentOS Clear

Tuned for eBPF and XDP

KubernetesK8S App Components

ISTIO MetalLB

KATA Flannel,OVN

CollectD Prometheus

Virtlet OpenNESS

NFV Specific components

Multus PMEM CSI

DPDKNFD

Numa MgrIntel

Accelerator 

plugin

ONAP4K8S

MC – K8S Plugin Service
(Instantiation, Day0, Day2 config)

Slice Mgr
Multi-Site 
scheduler

Multi -Tenant Mgr Edge Label Mgr

K8S HPA

Use cases/AppsSDWAN + 
Security NFs

EdgeXFoundry

Infrastructure Provisioning  & Configuration

KUD

Metal3

Rook

knative

Centralized Infra Controller 
(Leverage Cluster API + Workflow manager 

such as Argo/Tekton)

Streaming

PaaS (MEX)

OVS DPDK

Analytics framework

Data Lake

Training

Model Repo

Messaging

Inferencing

Sample Apps
VPP, DPDK, 

AF_XDP based 
NFs/apps

Upstream communities: ONAP, OPNFV,  

Many CNCF projects,  EdgeXFoundry,  FD.IO, 

DPDK, Linux, Openstack Ironic, OVS,  Many 

ASF projects, OpenNESS, Intel Open Source
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KubeVirt

BPA controller

BPA RestAPIAgent controller

Open source 

projects with 

ICN 

Enhancement

Existing Open 

source, Major 

enhancement, work 

with upstream

Open source

projects in 

ICN roadmap 

for the 

inclusion

NFV SDN specific 
components

OVN4K8SNFV

SFC Mgr

OVN4SFC

NTWRK/
Route Mgr



BACKUP
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ICN
Infrastructure Orchestration Architecture
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ICN Infrastructure
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Vanilla K8s

--bootstrap-cluster-kubeconfig, use existing cluster

Baremetal
actuator

Machine controller

cluster 
controller

Baremetal
Operator

machine CRD

Cluster CRD

Create/upgrade/delete Machine or Cluster

Update trigger

Autoscaling

Infra Global Controller

Edge location #100

Bootstrap 
K8s cluster 

#100.0

Infra local 
Controller

Edge location #101

Edge location #102

Bootstrap 
K8s cluster 

#101.0
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Controller

Compute
K8s cluster #100.2
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Nodes Network

Compute

Storage

Compute
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Compute
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Compute
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Master 
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Compute
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Network
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Compute
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Infra local 
Controller
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ICN Infrastructure
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Edge location #100
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Nodes Network
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Storage

Compute
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Edge location #101

Compute
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Compute
K8s cluster #101.1
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Worker
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Storage

Edge location #102

Master &  
Worker Node

Compute
K8s cluster #102.1

Network

Compute

Storage

Compute
K8s cluster #102.2

Compute
K8s cluster #100.1

Multi
Scheduler

Site
(ONAP4K8S)

Subscriber

Operator

Infra Global Controller

Infra local Controller



ICN Infrastructure- Infra local controller

BPA RestAPI 
agent

Database and file system

Bootstrap machine

Bootstrap K8s 

Cluster

Software 
Binary 

packages

Containerized 
docker

OS image

Ironic

Metal3
Baremetal 
Operator

Infra local Controller

K8s

KuD
BPA

Controller
Operator

prometheus fluentd

• Infra local controller has the following 
components

• Metal3 Baremetal Operator

• BPA controller

• BPA RestAPI agent

• Prometheus

• fluentd

• Baremetal Operator is for provisioning OS in 
the compute server and bringing up the 
compute server 

• BPA controller is responsible for cluster 
creation in the edge location. It follows crd
spec for the cluster creation using KuD that 
internally call k8s installer

• BPARestAPI agent is used to get the software 
binary package from the user client

• Prometheus and fluentd could also be used to 
export the data and log to the infra global 
controller

• Expected output all-in-one installation script 
and USB bootload disk installation script
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ICN Infrastructure– Infra local controller
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Metal3
Baremetal 
Operator

K8s

Ironic

Ironic inspector

eno2

Ironic

eno1en01

Net A – Baremetal Network

eno2

Net B – Provisioning network

eno1

Net C - IPMI lan supported 
network

en03

Database and file system

Software Binary 
packages

Containerized 
docker

OS 
image

BPA RestAPI 
controller

BPA
Operator

KuD
(Multi Cluster

Installer)

Compute Cluster #100.1

Compute Cluster #100.2Edge location #100
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OVN4K8s

Virtlet

Prometheus

Multi tenancy

Intel’s
Accelerator

Plugins

Apps -
SDWAN

Advance
Network
Support

(SFC)

Bootstrap cluster #100.0



ICN – Big picture

Hardware platform

Operating system

Virtualization & Container Run time

Platform Services

Edge Value added services

Site level Orchestration

Multi Cluster Orchestration

Apps, VNFs, CNFs

SmartNIC
Inline Crypto 

Acceleration

Autonomous Media 

Acceleration
Elastic Power 

Management
RDT

Geo Distributed 

DBaaS

Virtualization of 

Local accelerators

Remote Accelerators

Multi-tenant Kubernetes
QoS based Admission 

control

MC Orchestrator

(ONAP4K8S)

Developer applications

Augment K8S for all 

deployment types

MC Security Controller MC Service Controller

Infrastructure Orchestration

(Metal3, Ironic, BPA)

Geo Distributed Vault
Distributed Security & 

Network functions

Distributed Data & 

Analytics platform

Monitoring Platform

(fluentd, Elasticsearch, Kiana)

Accelerator Plugins

QAT, SRIOV

Telemetry Collection 

Collectd , Prometheus
5G CBRS Stack

Optimized Service mesh

ISTIO/Envoy

Docker Virtlet Kata

Ubuntu CentOS Clear

Tools to developers to optimize and 

convert for Edges (e.g DPDK, OneAPI)

New feature 

project

Multus OVN 

NFD OVN4K8S

Existing Open source, Major 

enhancement, work with 

upstream

Enhancement

in ICN project

Flannel



ICN R2 Release

Hardware platform

Operating system

Virtualization & Container 

Run time

Platform Services

Site level Orchestration

Multi Cluster Orchestration

Apps, VNFs, CNFs

Intel Xenon

Intel Ethernet Controller XL710 for 40GbE

Kubernetes

(Kubernetes Deployer(KuD) – Multi cluster Installer )

MC Orchestrator

(ONAP4K8S)

EdgeX Foundry

Infrastructure Orchestration

(ZTP - Binary Provisioning Agent (BPA), Metal3, Ironic – Baremetal(Physical Servers), Libvirt (KVM) )

Accelerator Plugins

SRIOV

Docker Virtlet

Ubuntu

Multus OVN 

NFD OVN4NFV

Flannel

Containerized Firewall (cFW) SDWAN

Networking
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ICN R3 Release - old

Hardware platform

Operating system

Virtualization & Container 

Run time

Platform Services

Site level Orchestration

Multi Cluster Orchestration

Apps, VNFs, CNFs

Intel® Xenon
Intel® Ethernet Controller XL710 for 40GbE | Intel®  Quick Asset Technology C627 Chipset | Intel® Optane™ DC 256GB Persistent Memory Module  

Kubernetes

(Kubernetes Deployer (KuD) – Multi cluster Installer )

MC Orchestrator

(ONAP4K8S)

EdgeX Foundry

Infrastructure Orchestration

(ZTP - Binary Provisioning Agent (BPA), Metal3, Ironic – Baremetal(Physical Servers), Libvirt (KVM) )

Accelerator Plugins

SRIOV, QAT, Optane

Docker Virtlet

Ubuntu

Multus OVN 

NFD OVN4NFV

Flannel

Containerized Firewall (cFW) SDEWAN CNFs

Networking
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ICN R3 Release

Hardware platform

Operating system

Virtualization & Container 

Run time

Platform Services

Site level Orchestration

Multi Cluster Orchestration

Apps, VNFs, CNFs

Intel® Xenon
Intel® Ethernet Controller XL710 for 40GbE | Intel®  Quick Asset Technology C627 Chipset | Intel® Optane™ DC 256GB Persistent Memory Module  

Kubernetes

(Kubernetes Deployer (KuD) – Multi cluster Installer )

MC Orchestrator

(ONAP4K8S)

EdgeX Foundry

Infrastructure Orchestration

SDEWAN Controller & CNFs, ZTP(Binary Provisioning Agent (BPA), Metal3, Ironic – Baremetal(Physical Servers), Libvirt (KVM) )

Accelerator Plugins

SRIOV, QAT, Optane

Docker Virtlet

Ubuntu

Multus OVN 

NFD OVN4NFV

Flannel

Containerized Firewall (cFW)

Networking
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ICN Use cases
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Managed SDWAN use case

CoSP / Internet

Subscriber

Subscriber Edge1 Subscriber Edge2 (Dynamic)

Operator slice

SDWA

N VNF

Security 

VNF

WAN 

Opt

CNF
Operator slice

SDWA

N VNF

Security 

VNF

WAN 

Opt

CNF

Service Orchestrator 

(ONAP)

Operator

OSS/BSS

ISP B ISP Y

ISP XISP A
Tunnel

Kubernetes

Cloud
Operator slice

Subscriber slice

SDWA

N VNF

Security 

VNF

WAN 

Opt

CNF

Network 

Edge
Network 

Edge Operator slice

SDWA

N VNF

Security 

VNF

WAN 

Opt

CNF

Advanced 

network services 

(e.g.  DLP)

Advanced 

network services

Advanced 

network 

services (e.g.  

DLP)

Advanced 

network 

services

AR/VR 

Services
Media 

Analytics

AR/VR 

Services
MEC 

Services
Training

MEC 

Services

May be tested with OpenWRT



Distributed Analytics as a Service
(Each site to have self contained inferencing and few sites with training) 
training)

Service Orchestrator 

(ONAP)

Subscriber

Operator

Edge1

Big Edge

Kubernetes

Edge2

Training

Model Repo 

Collection & 

Distribution

Inferencing

Kafka broker

Collection & 

Distribution

Inferencing

Kafka broker

2. Activate framework

1. Onboard Analytics 
framework (With 6 
bundles) in catalog

4. Activate analytics app  

3. Onboard an analytics app

Inferencing 

app
Inferencing 

app

Training 

App

Federated Learning (future)



EdgeXFoundry use case 
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Kubernetes

CORE SERVICES

Simple Rules 
Engine

Databases Security

Service Orchestrator 

(ONAP)

Operator

Additional Services

Machine 
Learning

Security UI

Loggin
g

Graphs

Kubernetes

CORE SERVICES

Simple Rules 
Engine

Security



VR 360 streaming– Enable remote users to view the events/games via Edge-computing

On-prem Edge

Network Edges 
(Near Viewers)

Streamer

Streamer

Streamer

Streamer

Streamer

Streamer

ONAP

Decode and 

Playout

Home/remote 
Viewers

Contextual 

Video edit

Edge1

Edge2

Edge3

App

2. Active App (when event 
starts) 

3. New users join the event ( 
Auto bring up of services at 
Edge1 and Edge3)

4. Users join in a geo that 
requires additional context to 
be added to the stream.

5. More users join near 
edge1

6.  Users disappear Edge2

Stitch

Stadium Slice

VR provider1 slice
Tiling

Streamer
Distributor

1. Onboard App (With 6 
services) in catalog with 
deployment intent

In same site

Within 20msec of users Within 

10msec of 

AVX512



Edge Computing – Cloud gaming app example

Game Selection 

Service

Select 

Game

PC Client

Game 

interaction

Decode, blend & 

Playout

1

2

6

Edges
1000s to Millions (Millions In case of client edges)

Cloud/DC

P1 - Edge1 P1 - Edge2 P2 - Edge 3 Pm Edge N

Game 

Simulation

Engine 

Render

Encode

Streamer

Render

Encode

Streamer

Px Edge Provider x

Edge

Slice

Game Services 

GPU 

As a 

Service

Render

Thin Client

Select 

Game
Game 

interaction

Render

GPU Offload

4

5

1. Game Selection
2. Slice bring up and App bring up
3. New player joins up, expand slide & add 

new micro-services
4. Game interaction
5. Distributed Rendering
6. Playout

3

Playout

Service Orchestrator

Bring up services with the 

help of service orchestrator 

(e.g ONAP)



End2End Solution

Multi Cluster Orchestration – Workloads, 

Traffic and Security

Edge Platform 

(K8S based)
Infra local

Hardware (small)

Global Infrastructure Controller

Edge Platform 

(K8S based)
Infra local

Hardware (Medium/Big)

Edge Platform 

(K8S based)
Infra local

VMs (AWS, Azure, GCP)

Multi-Edge and Multi-Cloud BP

App Repository Site Info, OS images



Akraino Executive Intro
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Akraino Governance

› Project under Linux Foundation Edge

› Targeted to address Telco, Enterprise and Industrial IoT use 

cases

› AT&T is TSC chair and ARM is co-chair

› Srinivasa (Srini) Addepalli is Intel TSC rep

› Akraino members - https://www.lfedge.org/members/

› TSC reps from 

8/26/2019 27

Combine to one 

slide

https://www.lfedge.org/members/
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Akraino Blueprints (as of June 2019)
Customer Premise / Far Edge Central Office

2 BPs (KNative)

Network Cloud Family (5 BPs)

Time Critical Edge Integrated Cloud Native BP Family

Telco Appliance Family (2 BPs – SEBA, 

REC)

Connected Car BP

Edge Video 

Processing

Eliot Family: SDWAN/uCPE, IoT GW

uMEC

Integrated Edge Computing BP Family (3 approved, 2 proposed)

• 20+ BPs with some overlap re: target use 

case/devices (e.g. SDWAN, uCPE)

• Baby steps towards consolidation: Some BPs 

lever others BP’s infrastructure: Radisys (NW 

Cloud); Tencent (StarlingX)  

• ARM has its own BP family; is the defacto 

Silicon on others (Huawei, Nokia); and are 

committers on others (outside-in influence)  
AI/ML & 

AR/VR



ICN for Edge Stack
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Why Edge?

Massive Data from/to Devices – Data Reduction to Clouds
(Upstream : Data from Drones,  Autonomous vehicles, factories

Downstream : 4K Streaming,  AR/VR, Sports Casting, Live Gaming ) 

Real time and Ultra real time performance
(Closed loop control in case of IOT,  On-demand compute for AR/VR, Live Gaming etc…)

Contextual Services
(User based Services,  Location based Services)

Data sovereignty
(GDPR and other regulations)

Answer : Do compute at the Edge (Edge Computing)

Cost savings
(Large bills from CSPs)

Combine to one 

slide



Edge : Contrasting with the Clouds
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Constrained Resources
(Cost,  Power, Space) 

Massive Geo-Distributed Computing 
(Tens of thousand of Edge locations for applications)

Not as good physical security
(Insecure locations,  No guards, Regulatory concerns)

Differences

Orchestration at scale

(Infra Orchestration and App Orchestration - App

deployment across multiple edge providers, across 

edges & clouds, App Visualization, Analytics, 

Connectivity)

Ease of Use and Ease of consumption of 

services

Support for all kinds of workloads

(VMs, Containers, functions)

Multi-Tenancy

(Use compute for multiple tenants)

Learn from Clouds

Time to Market 

(Support for common services across 

applications, but with public API to meet Cloud 

native requirements)



Asks
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Combine to one 

slide

Operator feedback (Enterprise Edge Managed Services)

Do more with less resources – Enable all accelerations, smartNIC, one resource 

orchestrator

Soft Multitenancy – Operator workloads vs Customer workloads

Sharing of resources across NFs and Apps

SFC across Enterprise Edge and Network Edge

Multi Cluster Orchestration

Retail (Who like to manage their own clusters)

One cluster for both network functions and Apps

Dedicate a node for network functions

Smaller processors as K8S cluster requires three machines for redundancy.

Cost of cluster to be less than 2000$

Centralized Software provisioning

Software/Solution Provider

Centralized software provisioning

High performance stack

K8S for all workloads

Programmable NICs

Programmable switches and Switch controllers.



What is ICN?
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View in slide show 

mode

Opinionated Stack that satisfy good number of use cases

Cloud Native Stack for both Network functions and 

Applications

Supports only Intel HW platforms with possible non-Intel 

peripherals

Optimized stack (leverage HW accelerators, Nis)

Generic platform and Application common services (New 

to ICN- Consider in future releases) 

Multi-Cloud & Multi-Edge & Multi-Party Orchestrtion

Fix the gaps to make consumable/deployable solution



Target Users of ICN
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Combine to one 

slide

Enable companies to become Edge providers

Targets
1. Enterprises that have multiple offices (Retail, Hospitals, Banks, Large corporations) 

2. Telcos planning to become edge providers

3. SaaS providers 

4. Independent providers 

5. Managed Service Providers 

Enterprises, factories, Network Edges, Big Edges

Tunable/Customizable 

Enable ISVs and SIs who like to add value and provide 

commercial support



ICN Infrastructure– Infra local controller

Metal3
Baremetal Operator

K8s

Ironic

Ironic inspector

eno2

Ironic

eno1en01 eno2 eno1en03

Database and file system

Software Binary 
packages

Containerized 
docker

OS 
image

BPA RestAPI
controller

BPA
Operator

KuD
(Multi Cluster

Installer)

Compute Cluster #100.1

Compute Cluster #100.2Edge location #100
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Apps -
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Network
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Bootstrap cluster #100.0

Net A – Baremetal Network

Net B – Provisioning network

Net C - IPMI LAN supported network

Open source projects

ICN contributed projects

Legend



ICN Infrastructure– Infra local controller

Metal3
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