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ETSI Multi-access Edge Computing (MEC) starts 2nd Phase & Renews Leadership Team
Sophia Antipolis, 28 March 2017
https://www.etsi.org/newsroom/news/1180-2017-03-news-etsi-multi-access-edge-computing-starts-second-phase-and-renews-leadership-team

ETSI’s MEC ISG has 

1. Renamed MEC to Multi-access Edge Computing 
to better reflect Non-Cellular  Operators’ Requirements. 

2.     A New Leadership Team: Alex Reznik new Chair

3.    A New Scope to address: 
- multiple MEC Hosts 
- different Networks 
- Edge Applications in a Collaborative Manner. 

2. ETSI MEC re-named in March 2017 & 3GPP 5G NSA Rel. 15 Mobility - 1

https://www.etsi.org/newsroom/news/1180-2017-03-news-etsi-multi-access-edge-computing-starts-second-phase-and-renews-leadership-team


1. ”Mobility” Paterns Re-defined/Diversified - UEs categorized/defined as:  

1. Stationary during their entire usable life (e.g., sensors embedded in infrastructure)

2. Nomadic during Active Periods, but Stationary between activations (e.g., Fixed Access)

3. Mobile within a Constrained & Well-Defined Space/Area

(Spatially Restricted e.g., in a Factory or Stadion or Airport), 

4. Fully Mobile (WAN).

0. IP Anchor Node & UE - Relay) - deployed at the "Edge" for

- 5G Network Traffic offloading onto traditional IP Routing Networks 

- as UE moves, changing the IP Anchor Node needed in order to reduce      

- IP Traffic Load,  

- End-to-End latency

- Better User Experience

- Seamless access to both 3PGG and non - 3GPP Network Access Technology

(e.g WiFi, Bluetooth, Ethernet &..) 

- Dynamic Subscriber Management via 

GSMA Standardised eUICC OTA Platform (SM-DP & SM-SR Platform)

2. ETSI MEC re-named in March 2017 & 3GPP 5G NSA Rel. 15 Mobility - 2
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Relation of Communication Service:                         Availability and Reliability

Figure C-4: Example in which communication Service Availability & Reliability have different values. 

Packets are delivered over a daisy chain of a Mobile Network and another Network (e.g. IEEE 802.11n based). 

Reliability is evaluated for the Mobile Network only,  

Availability depends on the performance of both Networks.

2. ETSI MEC renamed in March 2017 & 3GPP 5G NSA Rel. 15 Mobility - 3

Communication Service Availability - measured between the two (2) Communication Service Interfaces, 

Reliability - measured between End Node A and the Router Node. 

This has implications for, e.g. the maximum communication latency allowed for each network. In case the agreed end-to-end latency between the service interfaces is, 

for instance, 100 ms, and the 802.11n network has a latency of 30 ms, the maximum allowable latency for packages in the mobile network is 70 ms (NOTE). So, if the 

latency in the mobile network exceeds 70 ms, the communication service availability is 0%, despite the agreed QoS stipulating a larger end-to-end latency, i.e. 100ms.

NOTE: The transit time through the router node is not considered here. It is assumed to be very small and much less than 100 ms.
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3.1 5GS Network Capabilities & MEC Integration - 1

In the 5GS Specifications there is a Set of New Functionalities that serves as Enablers for Edge 

Computing. 

These Enablers are essential for Integrated MEC Deployments in 5G Networks.  

1. Local Routing and Traffic Steering: 
- 5G CN provides the means to select Traffic to be routed to the Applications in the Local Data Network (DN).      

- A PDU Session may have multiple N6 Interfaces towards the DN. 

- The UPFs that terminate these interfaces are said to support PDU Session Anchor functionality. 
- UPF's Traffic steering is supported by Uplink Classifiers that operate on a set of Traffic Filters or 

- alternatively by IPv6 Multi-Homing, where multiple IPv6 prefixes have been associated with the PDU session

2. The AF ability to influence UPF (re)selection & Traffic Routing:
directly via the Policy Control Function (PCF) or indirectly via the Network Exposure Function (NEF), depending on 

the operator’s Policies. 

3. The SSC - Session & Service Continuity modes for different UE &  

Application Mobility Scenarios. 

4. Support of Local Area Data Network (LADN) by the 5G Core Network
by providing support to connect to the LADN in a certain area where the applications are deployed. The access to a 

LADN is only available in a specific LADN service area, defined as a set of Tracking Areas in the serving PLMN   

of the UE. LADN is a service provided by the serving PLMN of the UE. 



1. MEC & the local UPF collocated with the eNB/gNB Base Station 
2. MEC collocated with a Transmission Node, possibly with a local UPF 
3. MEC & the local UPF collocated with a Network Aggregation Point 
4. MEC collocated with the CN Functions (i.e. in the same DC)  

3.1 5GS Network Capabilities & MEC Integration - 2



3.1 5GS Network Capabilities & MEC Integration - 4: 5G CAPIF & MEC Service Registry - 1



3.1 5GS Network Capabilities & MEC Integration - 4: 5G CAPIF & MEC Service Registry - 2



3.2 5GS Network Capabilities & MEC Integration - 1: Management Host & System Level



3.3 MEC Support for AVT   





MEC Developing SW for MEC Applications 

3.4 3GPP EDGEAPP & ETSI MEC SW for developing MEC Applications - 1



ETSI MEC - Developing SW for MEC - Feb 2019
Figure 2, a MEC Host, at the network edge, with MEC Platform & VT (Compute, Storage & Networking) for Applications in VMs or Containers via via RESTful 

APIs, Discover, Advertise, Consume and offer Services. 

The Edge Component(s) include a set of operations that the application performs at the edge cloud, e.g. to 

- Offload the Computing away from the Terminal Device while still leveraging very Low Latency & Predictable Performance, or 

- Offloading High Bandwidth Load from the Network Backbone, or 

- Extracting some Information using RNI API or 

- Location API. 

3.4 3GPP EDGEAPP & ETSI MEC SW for developing MEC Applications - 2
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Figure C.2-1: Relationship between EDGEAPP and ETSI MEC Architectures

5 3GPP Architecture enabling Edge Applications (EDGEAPP) requirements - 4

The application architecture for enabling Edge Applications is designed based on the following architecture principles:

- Application Client portability: Changes in logic of Application Clients to interact with Edge Application Servers, compared to existing cloud environment, are avoided.

- Edge Application Server's portability: Changes in logic of Application Servers when resident in Edge Hosting Environment, compared to existing cloud environment, are avoided. 

An Edge Application Server should be able to run in Edge Hosting Environments of multiple Edge Computing Service Providers, without any modification. 

- Service differentiation: The mobile network operator is able to provide service differentiation (e.g. by enabling/disabling the Edge Computing features).

- Flexible deployment: There can be multiple Edge Computing Service Providers within a single PLMN operator network. The Edge Data Network can be a subarea of a PLMN.

- Interworking with 3GPP network: To provide Edge Computing features, already developed or to be developed in 3GPP network (such as location service, QoS, AF traffic 

influence), to Edge Application Servers, the application architecture supports interworking with 3GPP network using existing capability exposure functions such as NEF and PCF.

The EDN is a local Data Network. EAS(s) & the EES are contained within the EDN. 

The ECS provides Configurations related to the EES, including details of the EDN  

hosting the EES. 

The UE contains Application Client(s) & the Edge Enabler Client. 

The EAS(s), the EES & ECS may interact with the 3GPP Core Network.



Figure 7.10.1.4.-1: EES and EAS direct interaction with 3GPP Core Network

7.10.1.4  EES & EAS direct interaction with 3GPP Core Network(s)

As shown in Figure 7.10.1.4-1, the EES deployed with the PLMN Trust Domain can support Edge Application Server (owned by 3rd Party or by PLMN 

Operator) access to Northbound APIs exposed by SCEF/NEF by assuming the role of SCEF/NEF and the PLMN EAS can access the Network Capabilities 

via direct interaction with the 3GPP Core Network entities.

3.4 3GPP EDGEAPP & ETSI MEC SW for developing MEC Applications - 5    MEC EAS/EES & 5G EPC/SBA 



The EES  can support EAS (owned by 3rd party or by PLMN Operator) access to Northbound APIs exposed by SCEF/NEF by providing distributed CAPIF 

Functions as shown in Figure 7.10.1.2-1.

3.4 3GPP EDGEAPP & ETSI MEC SW for developing MEC Applications - 6



7.10.1.3 Centralized CAPIF

The EES can support EAS (owned by 3rd party or by PLMN Operator) access to Northbound APIs exposed by SCEF/NEF by providing Centralized CAPIF Functions 

as shown in Figure 7.10.1.3-1.

3.4 3GPP EDGEAPP & ETSI MEC SW for developing MEC Applications - 7 MEC EES & CAPIF



3.4 3GPP EDGEAPP & ETSI MEC SW for developing MEC Applications - 8   MEC in LADN
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Fig.  O-RAN Architecture

Annex 2 - O-RAN & Radio Network Information Service RNIS

One of the Key Standardized Services that may be offered by the Multi-access 

Edge Computing Platform (MEP) is the Radio Network Information Service 

(RNIS) as specified in ETSI GS MEC 012. 

The Service is provided Northbound, i.e. from the MEP to Service Consuming 

Applications. 

The Southbound Interface from the MEP to the Entity providing Information, 

such as 3GPP UE Connection specific Radio Resource Control (RRC) 

Measurement Information, is not currently in scope of the RNIS specification, 

or the overall MEC System specifications.

What is of primary interest is the Use and Availability of the O-RAN defined E2 

Interface to provide a Source of Information to facilitate the RNIS. 

The open issue is that there is no 3GPP defined Entity that currently supports 

the E2 Interface for Radio Network Information exposure. This proposed 

solution would be bound by the requirement to only securely expose information to 

Authenticated & Authorized AF (directly to the AF or through the NEF). A diagram 

illustrating the architecture as described above can be found at https://www.o-

ran.org/. 

https://www.o-ran.org/


Annex 3 - 3GPP Rel. 16 NR Positioning - 1 
Release 16 specifies NR to provide Native Positioning support by introducing RAT-

dependent Positioning Schemes supporting Regulatory & Commercial UCs with more 

stringent Requirements on Latency & Accuracy of Positioning. 

1. Downlink time difference of arrival (DL-TDOA): A new Reference Signal (Positioning 

Reference Signal (PRS) is introduced for the UE to perform DL RSTD measurements for 

each BTS’s PRSs & sends these measurements to Location Server. 

2. Uplink Time Difference of Arrival (UL-TDOA): Sounding Reference Signal (SRS) is 

enhanced to allow each BTS to measure the Uplink Relative Time of Arrival (UL-RTOA) 

and report the measurements to the Location Server.

3. Downlink Angle-of-Departure (DL-AoD): The UE measures the Downlink Reference 

Signal Receive Power (DL RSRP) per beam/gNB. Measurement reports are used to 

determine the AoD based on UE beam location for each gNB. The Location Server then 

uses AoD to estimate the UE position. 

4. Uplink angle-of-arrival (UL-AOA): The gNB measures the angle-of-arrival based on 

the beam the UE is located in. Measurement reports are sent to the Location Server. 

5. Multi-cell round trip time (RTT): The gNB and UE perform Rx-Tx Time Difference 

measurement for the Signal of each Cell. The measurement reports from the UE and 

gNBs are sent to the location server to determine the round-trip time of each cell 

and derive the UE position.

6. Enhanced cell ID (E-CID). This is based on RRM measurements (for example DL 

RSRP) of each gNB at the UE. The measurement reports are sent to the Location 

Server. New LPP-a stack used for this. 
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Annex 3 - 3GPP Rel. 16 NR Positioning - 3x 



IN-CSE
(SCS)

IN-AE (AS)

3GPP Trust Domain

MTC-IWF

SCEF

Mcn
(Tsp)

Mcn
(T8) 

SMS-SC

MME

S-GW 
/ SGSN 

P-GW
/ GGSN

UE 

IP

NAS

SMS

Mcc
(SGi/Gi)

CSE 

3GPP 
Communication

Unit

AE

Optionally present oneM2M entity

Direct connection option not currently supported

oneM2M entity

Mcc

Mca

Mca

Tsp is not focus at this TS

C-SGN

Mca
(SGi/Gi)

Figure 5.2-1: oneM2M Interfaces to the underlying 3GPP Network

Several implementation options for the placement of the oneM2M IN-CSE relative to the SCEF and the underlying 3GPP network are envisioned. In all 

implementations, the SCEF always resides within 3GPP domain. 

In some options the IN-CSE and the SCEF are deployed by a MNO and are both part of the operator domain.  In other options the SCEF is part of the 

3GPP domain and the IN-CSE is not part of the operator domain.  

In all options, services within the IN-CSE may access the network services that are exposed by the SCEF via the T8 reference point APIs.

5.2 Functional mapping between 3GPP and oneM2M
Figure 5.2-1 shows an Architecture and Functional mapping for the 3GPP Trust Domain which describes how oneM2M Functional Entities may access Features and

Services that are exposed by 3GPP. 
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Application Entity (AE): The Application Entity is an entity in the Application Layer that implements an M2M Application Service Logic.

Common Services Entity (CSE): A Common Services Entity represents an instantiation of a set of "Common Service  

Functions" of the oneM2M Service Layer (SL). 

Network Services Entity (NSE): A Network Services Entity provides Services from the underlying Network to the CSEs. 

Examples of such Services include Location Services, Device Triggering, certain Sleep Modes like 

PSM in 3GPP based Networks or Long Sleep Cycles. 
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Figure 5.1.3-1: Common Service Functions

oneM2M Service Layer (SL) - Horizontal Architecture 

providing a Common Framework for IoT, 

oneM2M has identified a Set of Common Functionalities, that 

are applicable to all the IoT Domains (SAREF). 

Think of these functions as a large toolbox with special tools to solve a 

number of IoT problems across many different domains. The oneM2M CSFs 

are applicable to different IoT UCs in different industry domains. 

oneM2M has standardized how these Functions are being executed, i.e. is has defined 

Uniform APIs to access these Functions. 

Figure 5.3.1-1 shows a grouping of these Functions into a few different scopes.

SAREF - Smart Applications REFerence Ontology
SAREF is the Reference Ontology for Smart Applications and contains recurring 

concepts that are used in several Domains. 

SAREF has a close relation with the oneM2M Base Ontology, for which a mapping is 
defined in oneM2M TSs.

Annex 4 - 3GPP 5G SCEF+NEF SCS/AS for oneM2M CIoT Platform integrated with IoT SL across 10 UCs - 3 



5.2 Mapping between SAREF and oneM2M Base Ontology
Figure 12 shows the mapping between SAREF and the oneM2M Base Ontology.
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Figure 6.13.2-1: Architecture view of the SCEF+NEF node Figure 6.14.2-2: Combined NEF+SCEF NF with CAPIF support

Figure 6.14.2-1: Combined NEF+SCEF NF without CAPIF support

When a UE is capable of switching between EPC and 5GC, it shall only be associated with combined SCEF+NEF node(s) for Service Capability Exposure. The 

SCEF+NEF hides the underlying Network Topology from the AF (i.e. SCS/AS) and hides whether the UE is served by 5GC or EPC. Figure 6.13.2-1 shows the SCEF+NEF 

Architecture.

In the case of Architecture without CAPIF support, the AF is locally configured with the API Termination Points for each Service. 

In case of Architecture with CAPIF support, the AF obtains the service API information from the CAPIF Core Function (CCF) via the Availability of Service APIs event 

notification or Service Discover Response as specified in 3GPP CAPIF TS. 

For each UE, a service API may become unavailable because the UE is being served by a node (e.g. MME) or NF (e.g. AMF) even if the service is exposed by SCEF+NEF.

If a service API provided by SCEF+NEF becomes unavailable or its level of support changes because of the change of CN Type serving the UE, the SCEF+NEF node may 

inform the change to the related AF per the AF's Subscription to the API supported Change event.



NGMN 5G Partner & evolved CSP roles 





Questions?


