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Introduction 

Two (2) Questions on APIs & Data-centric Platforms/Systems/Solutions

Nr. 1 Functional Process - HOW?

Nr. 2   Purpose / Intent - WHAT? 

Ref: ETSI GR 005 Means of Automation May 2020: 22, 26



Two (2) Questions on APIs:

Nr. 1 APIs: Type and Functions          - HOW? 

Ref 3GPP TS 23.222 & TS 29.222 CAPIF for NAPS Rel 16 & 17, Dec 2020: 24,16  

APIs



1. Declarative APIs & YAML - 1 



1. Declarative APIs & YAML - 2 

1. Imperative                                                                                     3. All Declarative Approaches have 

Imperative Implementation                                              
2. Declarative                                                                                      



1. The Non-RT RIC is deployed in a Service 

Management & Orchestration Framework (SMO) &  

provides Declarative Policy Guidance for Cell-level 

Optimization by providing the optimal configuration 

values for cell parameters over the O1 Interface. 

2. The Non-RT RIC also sends Declarative Policies 

for UE-level optimization to the Near-RT RIC via the 

A1 interface.

3. The Near-RT RIC then translates the 

recommended Declarative Policy from the 

Non-RT RIC over A1 interface into per-UE Control 

and imperative policy over the E2 

interface. 

4. The Non-RT RIC develops ML/AI-driven 

Models for Policy Guidance and non-RT 

Optimization as rApp Microservices. 
Ref Altiostar Redhat WP Security in Open RAN, Feb 2021: 6   

1. Declarative APIs & YAML - 3 

Fig. 6: Non-Real-Time RIC Declarative Policies and Objective Intents



Cluster API Lays the Groundwork for Declarative Kubernetes Lifecycle Management with v1alpha1, May 2019

Kubernetes Declarative API

Cluster API is a Declarative API 

Specification. 

Cluster API is the API Specification that helps 

provide Uniform and Consistent Management 

for Kubernetes Clusters regardless of the 

underlying infrastructure. 

For v1alpha1, the API comprises 5 Custom 

Resource Definitions (CRDs): 

1. Cluster, 

2. Machine, 

3. Machine Set, 

4. Machine Deployment, and 

5. Machine Class. Kubernetes 

Declarative Kubernetes Lifecycle Management with Kubernetes Cluster API v1alpha1

1. Declarative APIs & YAML - 4 

https://kubernetes.io/docs/tasks/access-kubernetes-api/custom-resources/custom-resource-definitions/


The OS Virtualisation Technology allows partially shared execution Context for different Containers. 

Such a shared Execution Context is frequently referred to as a Container Pod. 

In addition to Hypervisor-based Execution Environments that offer HW Abstraction & Thread Emulation 

Services, the OS Container Execution Environment provides Kernel Services that 

include: 

1.  Process Control.                EXAMPLE 1: OS process creation; scheduling; wait and signal events; termination.

2.  Memory Management.      EXAMPLE 2: Allocation and release of regular and large pages; 

handling memory- mapped objects and shared memory objects.

3.  File System Management.  EXAMPLE 3: Creation, removal, open, close, read and write file objects.

4.  Device Management.          EXAMPLE 4: Request, release, configuration and access.

5. Communication Services.  EXAMPLE 5: Protocol Stack Services, Channel Establishment 

and Release, PDU Transmission and Reception.

6.  System Information Maintenance. EXAMPLE 6: Time and date, system and OS Resource Data, 

performance and fault indicators.

OS Virtualisation provides Storage Abstraction on File System Level rather than on 

Block Device Level. 

Each container has its separate file system view, where the guest file system is typically separated from 

the host file system. Containers within the same pod might share file systems where modifications 

made in one container are visible in the others. 
Ref: ETSI MEC WP GR 027 Support for AVT Nov 2019: 7-8

1. Declarative APIs & YAML - 4a 



1. Declarative APIs & YAML - 4b



1. Declarative APIs & YAML - 5 



1. Declarative APIs & YAML - 6 



What is APIs YAML:  Machine Readable Specification  

YAML 1.2 is a superset of JSON (JavaScript Object Notation) with some built-in advantages, e.g.  

YAML can 

- Self-reference, 

- Support Complex Datatypes, 

- Embed Block Literals, 

- Support comments, and more. 

YAML tends to be more readable than JSON. 

Ref. http://apisyaml.org/ 

1. Declarative APIs & YAML - 7 

https://www.json2yaml.com/yaml-vs-json


Format
An OpenAPI document that conforms to the OpenAPI 
Specification is itself a JSON object, which may be 
represented either in JSON or YAML format.

In order to preserve the ability to round-trip between 
YAML and JSON formats, YAML version 1.2 is 
RECOMMENDED along with some additional 
constraints.

Note: While APIs may be defined by OpenAPI 
documents in either YAML or JSON format, the API 
request and response bodies and other content are not 
required to be JSON or YAML.

4.2 Format
An OpenAPI document that conforms to the OpenAPI 
Specification is itself a JSON object, which may be 
represented either in JSON or YAML format.

In order to preserve the ability to round-trip between 
YAML and JSON formats, YAML version 1.2 is 
RECOMMENDED along with some additional 
constraints. 

Note: While APIs may be defined by OpenAPI 
documents in either YAML or JSON format, the API 
request and response bodies and other content are not 
required to be JSON or YAML.

1. Declarative APIs & YAML - 8 

https://yaml.org/spec/1.2/spec.html
https://yaml.org/spec/1.2/spec.html




Ref: 3GPP TR 28.812 Study on scenarios for Intent driven management services for mobile networks  Rel.16: 17



ETSI ENI GR 003 Context aware Management May 2018: 26

Use of the Policy Continuum

Declarative Policies are used in the service, administrator, and 

device views, since they enable logic programs to express and act 

on Goals that are applicable to the needs of these actors:

Declarative policies are likely not applicable to the instance view, 

since that would require a device that could evaluate declarative 

logic.

Declarative policies could, of course, be used in the Business view. 

However, declarative policies use formal logic, which is difficult for 

business actors to use.

Imperative Policies are used in the Service, administrator, device, 

and instance views, since they enable actors to specify a Policy 

using a simple syntax:

Imperative policies could, of course, be used in the business view. 

However, intent policies are judged to be easier to use.



Ref: ONAP Honolulu CNF Task Force Requirements  Oct 2020



Ref: ONAP Honolulu CNF Task Force Requirements  Oct 2020



TM Forum and MEF have specifically aligned on the following:

• TM Forum is developing Domain Context Specialization Guidelines that enable MEF LSO Sonata APIs to conform to TM

Forum Open API standards.

• TM Forum API tooling is now being used by MEF to build the set of LSO Sonata APIs.

• LSO Sonata API product payloads work in alignment with TM Forum API standards using a polymorphic approach.

• The organizations have established a framework for ongoing collaboration.



1. "5G Network Mobility at "Cell" & "Cloud" Edge - NGMN WP Feb 2015 - 1  



Ref 3GPP TS 23.222 & TS 29.222 CAPIF for NAPS Rel 16 & 17, Dec 2020: 24,16  

3GPP 5G



Ref 5G PPP Mobile Network Architecture MoNArch D 2.3 April 2019: 18

Figure 2-2: 5G Mobile Network overall Architecture



Ref 5G PPP Mobile Network Architecture MoNArch D 2.3 April 2019: 18

1. 5G NF as a Service "Producer" and "Consumer" (+ Intent)

2. 5G NDL - Network Data Layer - separation of the 5G 

"Compute"  from  "Storage" via 5G UDM  in NFs  

implementation into VNFs & PNFs related 

(NF) Application Context (Unstructured Data in UDSF) 

from 

(NF) Application Business Logic (Structured Data in UDR)

Table E.1-1: Communication models for NF/NF Services interaction 



Ref: 3GPP TS 23.501System architecture for the 5G System Annex E Rel.16, Aug 2020: 404 - 405

Table E.1-1: Communication models for NF/NF Services interaction summary

5G NF/NF Services Interaction as Producer and 

Consumer

Model A - Direct communication without NRF interaction:

Neither NRF nor SCP are used. Consumers are configured with Producers' "NF 

Profiles" and directly communicate with a Producer of their choice.

Model B - Direct communication with NRF interaction:

Consumers do discovery by querying the NRF. Based on the discovery result, the 

Consumer does the selection. The Consumer sends the request to the selected 

Producer.

Model C - Indirect Communication without Delegated Discovery:

Consumers do discovery by querying the NRF. Based on discovery 

result, the Consumer does the selection of an NF Set or a 

specific NF instance of NF instance set. The Consumer sends 

the request to the SCP containing the address of the selected 

Service Producer pointing to a NF Service Instance or a set of 

NF Service Instances. In the latter case, the SCP selects an NF Service 

instance. If possible, the SCP interacts with NRF to get selection parameters such as 

location, capacity, etc. The SCP routes the request to the selected NF Service Producer 

Instance.

Model D - Indirect communication with delegated Discovery: Consumers

do not do any discovery or selection. The Consumer adds any necessary Discovery and 

Selection Parameters required to find a suitable Producer to the Service request. 

The SCP uses the request address and the discovery and selection parameters in the 

request message to route the request to a suitable producer instance. The SCP can 

perform discovery with an NRF and obtain a discovery result.



Ref: 3GPP TR 28.533 Management and orchestration Architecture Framework Rel.16, March 2020: 15

5G NFs Services as Producer and Consumer  



Ref: 3GPP TR 28.533 Management and orchestration Architecture Framework Rel.16, March 2020: 8

Management Services (MnS)

An Management Service (MnS) offers Capabilities for Management and 

Orchestration of Network and Service. 

The entity producing an MnS is called MnS Producer. 

The entity consuming an MnS is called MnS Consumer. 

An MnS provided by an MnS Producer can be 

consumed by any entity with appropriate 

Authorisation and Authentication. 

An MnS Producer offers its services via a Standardized Service Interface 

composed of individually specified MnS Components.



Ref: 3GPP TR 28.533 Management and orchestration Architecture Framework Rel.16, March 2020: 29



Ref: 3GPP TR 28.533 Management and orchestration Architecture Framework Rel.16, March 2020: 22



Ref: 3GPP TR 28.533 Management and orchestration Architecture Framework Rel.16, March 2020: 10



Ref: 3GPP TR 28.812 Study on scenarios for Intent driven management services for mobile networks  Rel.16: 9-10

Figure 4.1.2.1-2: An example of using Intent driven management service for network provisioning

Intent driven Management Service (Intent driven MnS) concept

Perform Network Management Tasks

Identifying, Formulating and Activating 

Network Management Policies  



Ref: 3GPP TR 28.812 Study on scenarios for Intent driven management services for mobile networks  Rel.16: 11-12



1. "5G Network Mobility at "Cell" & "Cloud" Edge - NGMN WP Feb 2015 - 8  

Ref: ETSI ZSM GR 005 Means of Automation May 2020: 26



Ref 5G PPP 5G Network Overview: Feb 2020:80

Interface 1: NWDAF interacts with AF (via NEF) using NW layer SBI.

Interface 2: N1/N2 interface. 

Interface 3: O&M layer configures the NF profile in the NRF, and NWDAF 

collect the NF capacity information from the NRF. 

Interface 4: MDAF interacts with Application/Tenant using 

Northbound Interfaces (NBI). 

Interface 5: MDAF interacts with RAN DAF using O&M layer SBI. 

Interface 6: NWDAF consumes the services provided by MDAF using cross 

layer SBI. 

Interface 7: MDAF consumes the services provided by MWDAF using 

cross layer SBI. 

Interface 8: MDAF collects data from NW layer via trace file/monitoring 

services. 

Figure 4-4 5G Mobile Network Architecture Integrated Analytics Architecture 

Figure 4-3: Data Analytics framework in 5G Mobile Network Architecture 



Ref 5G PPP Mobile Network Architecture MoNArch D 2.3 April 2019: 18

Figure 2-2: 5G Mobile Network overall Architecture



Ref 5G PPP Mobile Network Architecture MoNArch D 2.3 April 2019: 18

2. 5G NDL - Network Data Layer - separation of the 5G 

"Compute"  from  "Storage" via 5G UDM  in NFs  

implementation into VNFs & PNFs related 

(NF) Application Context (Unstructured Data in 

UDSF) 

from 

(NF) Application Business Logic (Structured Data in 

UDR)

Table E.1-1: Communication models for NF/NF Services interaction summary



3GPP TS 23.501 System Architect for 5G System  Rel 16 Aug 2020: 38 

5G Guidelines & Principles for Compute - Storage 

Separation

Data Storage Architectures

As depicted in Figure 4.2.5-1, the 5G System Architecture allows any 

NF to store and retrieve its Unstructured Data into/from a UDSF (e.g. 

UE Contexts). 

As depicted in Figure 4.2.5-2, the 5G System Architecture allows the 

UDM, PCF and NEF to store data in the UDR (Fig. 4.2.5-2), including 

Subscription Data and Policy Data by UDM and PCF, Structured 

Data for Exposure and Application Data (including Packet Flow 

Descriptions (PFDs) for Application Detection, AF request information 

for multiple UEs) by the NEF. 



3GPP TS 29.500 5G SBA Implementation Rel 17 2020: 59 

Stateless NFs (for any 5GC NF type)

An NF may become Stateless by Storing its Contexts as 

Unstructured Data in the UDSF.

An UDM, PCF and NEF may also Store own Structured Data in 

the UDR. 

An UDR and UDSF cannot become stateless.

An NF may also be deployed such that several stateless network function instances are present 

within a set of NF instances. Additionally, within an NF, an NF service may have multiple 

instances grouped into a NF Service Set if they are interchangeable with each other because they 

share the same context data. See clause 5.21 of 3GPP TS 23.501 [3].

A UDM / AUSF / UDR / PCF group may consist of one or multiple UDM / AUSF / UDR / PCF 

sets.



3GPP TS 23.502 Procedures for 5GS System  Rel 16 Aug 2020: 541 - 542  

UDSF Services

The following table illustrates the UDSF Services.

Nudsf_UnstructuredDataManagement Service

Description: NF Service Consumer intends to query data from UDSF.

Inputs, Required: Data Identifier.

Data Identifier uniquely identifies the Data to be retrieved from the UDSF

Inputs, Optional:None.

Outputs, Required: Requested data.



3GPP TS 23.502 Procedures for 5GS System  Rel 16 Aug 2020: 541 - 542  

Context Definition 

One of the most popular definitions of context is: "Context is any information that can be 

used to characterize the situation of an entity. 

An "Entity" is a Person, Place, or Object that is considered relevant to the interaction 

between a user and an application, including the user and application themselves" . 

The updated definition of Context is:

"The Context of an Entity is a Collection of Measured and Inferred Knowledge that 

describe the State and Environment in which an Entity exists or has existed".

This definition emphasizes two (2) Types of Knowledge 

1. Facts (which can be measured) and 

2. Inferred Data, which results from ML & Reasoning Processes applied to Past & Current 

Context. 

It also includes Context History, so that current decisions based on Context may benefit from 

past decisions, as well as Observation of How the Environment has changed. 



Ref 3GPP TR 21 916 Rel 16 Description. Summary of Rel 16 Work items Sep 2020:31, 33 

The ATSSS feature enables a Multi-Access (MA) PDU Connectivity Service, which can exchange PDUs between the UE and a Data Network

(DN) by simultaneously using one (1) 3GPP Access Network and one (1) non-3GPP Access Network and two (2)  independent N3/N9 tunnels 

between the PSA and RAN/AN. 

The Multi-Access PDU Connectivity Service is realized by establishing a Multi-Access PDU (MA PDU) Session, i. e. a PDU Session that may 

have User-Plane (UP) Resources on two(2) Access Networks (ANs). 

5G System Architecture - Access Traffic Steering, Switch and Splitting (ATSSS) 
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Relation of Communication Service:                         Availability and Reliability

Figure C-4: Example in which communication Service Availability & Reliability have different values. 

Packets are delivered over a daisy chain of a Mobile Network and another Network (e.g. IEEE 802.11n based). 

Reliability is evaluated for the Mobile Network only,  

Availability depends on the performance of both Networks.

3GPP 5G Network and Wi-Fi Network Communication Availability and Reliability

Communication Service Availability - measured between the two (2) Communication Service Interfaces, 

Reliability - measured between End Node A and the Router Node. 

This has implications for, e.g. the maximum communication latency allowed for each network. In case the agreed end-to-end latency between the service interfaces is, 

for instance, 100 ms, and the 802.11n network has a latency of 30 ms, the maximum allowable latency for packages in the mobile network is 70 ms (NOTE). So, if the 

latency in the mobile network exceeds 70 ms, the communication service availability is 0%, despite the agreed QoS stipulating a larger end-to-end latency, i.e. 100ms.

NOTE: The transit time through the router node is not considered here. It is assumed to be very small and much less than 100 ms.



Service Subscriptions related to Latency in Standardized and Private Slice Types   

Ref 3GPP TS 28.531 Slicing Mngmnt & Orchestr, Rel 16 Dec 2020: 67 - 68  

Network Slice Providers can build their Network Slice Product offering 

based on S-NESTs (Standardized Network Slice Type) and/or their P-

NESTs (Private NESTs). 

Standardized Network Slice Type (S-NEST) NST-A, for which the 

attribute Packet Delay Budget Value Range is between 1 ms and 100 

ms, is specified by 3GPP. 

Network Slice Provider (NSP) may offer 3 products based on NST-A:

- Platinum NST-A based Network Slice Product, where the attribute ‘     

Packet Delay Budget’ Value Range is between 1 ms and 10 ms

- Gold NST-A based Network Slice Product, where the attribute     

Packet Delay Budget’ Value Range is between 11 ms and 50 ms

- Silver NST-A based Network Slice Product, where the attribute 

Packet Delay Budget’ Value Range is between 51 ms and 100 ms.



3GPP TS 29. 522 The 5G NEF NAPS Dec 2020: 14 - 16 & TS 23.501 Aug 2020: 33 

3GPP 5G NAPS -Northbound Application Program Interfaces (APIs) - 1 

5G NAPS Reference model

The NEF Northbound Interface resides between the 

NEF and the AF.  

It specifies RESTful APIs that allow the AF to access 

the Services and Capabilities provided by 3GPP 

Network Entities and securely exposed by the NEF.

An AF can get services from multiple NEFs, and an 

NEF can provide services to multiple AFs.

Fig. Reference Architecture for the Nnef Service SBI & Reference Point representation

Fig. Network Exposure Function NEF in Reference Point Representation Non-roaming Architecture  



Ref 5G PPP Mobile Network Architecture MoNArch D 2.3 April 2019:20

Figure 2-3: Service-based Representation of 5G Mobile Network overall Architecture



3GPP  TSG SA SP 200 797 SNA Subscriber-aware Northbound API access Rel 18 Sept 2020 

3GPP 5G Rel. 18 SNA - SEES and FMSS NAPS to 5G Subscriber -2 
"The Operator shall be able to provide to a 3rd Party Service Provider secure and 
chargeable access to the Exposed Services/Capabilities i.e. to Authenticate, Authorize and 
Charge the 3rd Party entities." 

MNO can allow the API access of an 3rd Party entity by taking into 
account the 5GS Subscriber-based check. 

Possibility of utilizing those APIs can be open directly to the 5GS 
subscriber. MNOs need to be cautious of securing its 5GS Subscribers' 
Privacy.

Figure 7.10.1.4.-1: EES and EAS direct interaction with 3GPP Core Network



GSMA Operator Platform (OP) Telco Edge Proposal

User to Network Interface - UNI

User-Network Interface (UNI): enables the User Client (UC) hosted in the 

UE to communicate with the OP. 

1. The primary function of the UNI is to enable a User Client to interact with 

the OP, to enable the matching of an Application Client with an Application 

Instance on a Cloudlet. 

3. User Client should be capable of being implemented on User Equipment 

SW, e.g. as an SDK or OS add-on. 

4. The UNI shall allow the User Client to discover the existence of an Edge 

Cloud service. 

5. The OP's UNI shall allow the User client registration process with the 

Operator Platform SRM.

Federation Broker Role  for Federation and Platform Interconnection 

One of the Operator Platform’s primary purposes is offer to Customers an 

extended Operator footprint and capabilities through interconnecting with 

other Operators’ resources and Customers. This is achieved by the 

Federation E/WBI interface; to interconnect entities of OP belonging to 

different operators, enterprises or others. The capability to exchange 

Authentication and Authorisation between federated OPs is required. GSMA OPG.01 - Operator Platform Telco Edge Proposal Oct 2020: 39, 40 



2. ETSI MEC renamed in March 2017 & 3GPP 5G NSA Rel. 15 Mobility - 4



Ref ETSI ZSM GS 008 Draft Cross-domain E2E Service Lifecycle Management, Oct 2020: 8 

Figure 4-2: Domain NBIs consumed during the Management of the Lifecycle of E2E Services

Figure 4-2 illustrates the set of technology domains 

considered in the present document. In deployments, 

there may be additional technology domains. Clause 6 

documents the northbound interfaces of management 

domains based on different technologies.

The NBIs of the E2E service management domain are to be 

defined.

One candidate: TM Forum Interfaces.



Two (2) Questions on APIs:

Nr. 1 APIs: Type and Functions          - HOW? 

Ref 3GPP TS 23.222 & TS 29.222 CAPIF for NAPS Rel 16 & 17, Dec 2020: 24,16  

IoT



1. ”Mobility” Paterns Re-defined/Diversified - UEs categorized/defined as:  

1. Stationary during their entire usable life (e.g., sensors embedded in infrastructure)

2. Nomadic during Active Periods, but Stationary between activations (e.g., Fixed Access)

3. Mobile within a Constrained & Well-Defined Space/Area

(Spatially Restricted e.g., in a Factory or Stadion or Airport), 

4. Fully Mobile (WAN).

0. IP Anchor Node & UE - Relay) - deployed at the "Edge" for

- 5G Network Traffic offloading onto traditional IP Routing Networks 

- as UE moves, changing the IP Anchor Node needed in order to reduce      

- IP Traffic Load,  

- End-to-End latency

- Better User Experience

- Seamless access to both 3PGG and non - 3GPP Network Access Technology

(e.g WiFi, Bluetooth, Ethernet &..) 

- Dynamic Subscriber Management via 

GSMA Standardised eUICC OTA Platform (SM-DP & SM-SR Platform)

2. ETSI MEC re-named in March 2017 & 3GPP 5G NSA Rel. 15 Mobility - 2



3.1 5GS Network Capabilities & MEC Integration - 1

In the 5GS Specifications there is a Set of New Functionalities that serves as Enablers for Edge 

Computing. 

These Enablers are essential for Integrated MEC Deployments in 5G Networks.  

1. Local Routing and Traffic Steering: 
- 5G CN provides the means to select Traffic to be routed to the Applications in the Local Data Network (DN).      

- A PDU Session may have multiple N6 Interfaces towards the DN. 

- The UPFs that terminate these interfaces are said to support PDU Session Anchor functionality. 
- UPF's Traffic steering is supported by Uplink Classifiers that operate on a set of Traffic Filters or 

- alternatively by IPv6 Multi-Homing, where multiple IPv6 prefixes have been associated with the PDU session

2. The AF ability to influence UPF (re)selection & Traffic Routing:
directly via the Policy Control Function (PCF) or indirectly via the Network Exposure Function (NEF), depending on 

the operator’s Policies. 

3. The SSC - Session & Service Continuity modes for different UE &  

Application Mobility Scenarios. 

4. Support of Local Area Data Network (LADN) by the 5G Core Network
by providing support to connect to the LADN in a certain area where the applications are deployed. The access to a 

LADN is only available in a specific LADN service area, defined as a set of Tracking Areas in the serving PLMN   

of the UE. LADN is a service provided by the serving PLMN of the UE. 



3.1 5GS Network Capabilities & MEC Integration - 4: 5G CAPIF & MEC Service Registry - 1



3.2 5GS Network Capabilities & MEC Integration - 1: Management Host & System Level



3.4 3GPP EDGEAPP & ETSI MEC SW for developing MEC Applications - 8   MEC in LADN







Table 1: 5G User Equipment (UE) Service Access Identities Configuration



Table 2: 5G User Equipment (UE) Service Access Categories Configuration 



Table 3: Performance Requirements for High Data Rate and Traffic Density Scenarios



Table 4: Performance Requirements for Horizontal and Vertical Positioning Service Levels



Table 5: UE to Satellite Propagation Delay Table 6: Performance Requirements for Satellite Access



Table 7: Performance Requirements for Highly Reliable Machine Type Communication



Table 8 KPI Table for additional High Data Rate and Low Latency Service



Table 9: Key Performance for UE to Network Relaying



Latency needs to support example Use Cases (UCs) from Vertical Industries



Table 11: Standardized 5QI to QoS Characteristics mapping



68
Ref.: 3GPP TS 22.261 Service Requirements for 5G, Sept., 2020: 36 

Discrete automation – Motion Control

Industrial Factory Automation  - Closed-Loop Control Applications. 

e.g. Motion Control of Robots, Machine Tools, as well as Packaging and Printing 

Machines.

The pertinent standard suite is IEC 61158. Note that clock synchronization is an 

integral part of fieldbuses used for motion control.

In motion control applications, a controller interacts with a large number of sensors 

and actuators (e.g. up to 100), which are integrated in a manufacturing unit. The 

resulting sensor/actuator density is often very high (up to 1 m-3). Many such 

manufacturing units may have to be supported within close proximity within a 

factory (e.g. up to 100 in automobile assembly line production). 

The Cycle Time can be as low as 2 ms, setting stringent E2E Latency constraints on 

telegram forwarding (1 ms). 

The communication service has also to be highly available (99,9999%). 

Service area and connection density

Factory halls can be rather large and even quite high. We set the upper limit 

at 1000 x 1000 x 30 m. 



Main SCEF Capabilities 

A) Applying AAA to the 3rd Party/Enterprises API’s use (and in particular Accounting) 
- vital for Charging & therein new revenues) for the Enterprise (SCS/AS) use of the API (dedicated  

SCEF T8 interface)

B) Use of Externa Id (e.g “name-of-device@domain.com”). 
- no need/requirement to use the UE MSISDN as an Id, enhancement/improvement of Security. 

C) NIDD (Non IP Data Delivery) Capability
- extending the NAS Protocol to communicate from the UE via MME and SCEF with the SCS/AS and   
avoid using resource demanding IP Protocol for sending small data messages over the Control Plane   
(CP).

D) New Services Capabilities
- e.g.  functions such as “Network Configuration Parameters” enabling Enterprises SCS/AS to use the   
Network Functions e.g. for UE PSM (Power Save Mode), DRX (Discontinuous Reception), TAU (less  
Tracking Area Updates). 

69



Summary of 3GPP SCEF Services 

1. The APIs enable many use cases for applications by the Enterprise.

2. Device Trigger Delivery

3. Sponsored Data

4. UE Reachability and Monitoring

5. Inform 3rd Party of Network Issues and set QoS for the UE session

6. UE Footprint

7. 3rd Party Interaction for UE Patterns

8. Group Message Delivery

9. Background Data Transfer

10. Packet Flow Descriptor (PFD) Management

11. MSISDN-less MO-SMS

12. Enhanced Coverage Restriction Control

13. Network Configuration Parameters

70
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Figure 5.2-1: oneM2M Interfaces to the underlying 3GPP Network

Several implementation options for the placement of the oneM2M IN-CSE relative to the SCEF and the underlying 3GPP network are envisioned. In all 

implementations, the SCEF always resides within 3GPP domain. 

In some options the IN-CSE and the SCEF are deployed by a MNO and are both part of the operator domain.  In other options the SCEF is part of the 

3GPP domain and the IN-CSE is not part of the operator domain.  

In all options, services within the IN-CSE may access the network services that are exposed by the SCEF via the T8 reference point APIs.

Functional mapping between 3GPP and oneM2M
Figure 5.2-1 shows an Architecture and Functional mapping for the 3GPP Trust Domain which describes how oneM2M Functional Entities may access Features and

Services that are exposed by 3GPP. 
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oneM2M Service Layer (SL) - Horizontal Architecture providing a Common Framework for IoT, 

Ref oneM2M TS 001 Functional Architecture Rel 4 Nov 2020: 26

Figure 6.1-1: Configurations supported by oneM2M Architecture

Fig 5.1-1: oneM2M Layered 

Model



oneM2M Service Layer (SL) - Horizontal Architecture 

providing a Common Framework for IoT, 

oneM2M has identified a Set of Common Functionalities, that 

are applicable to all the IoT domains. 

Think of these functions as a large toolbox with special tools to solve a number 

of IoT problems across many different domains. The oneM2M CSFs are applicable 

to different IoT UCs in different industry domains. 

oneM2M has standardized how these Functions are being executed, i.e. is has defined 

Uniform APIs to access these Functions. 

Figure 6.2.0-1 shows a grouping of these Functions into a few different scopes.

SAREF - Smart Applications REFerence Ontology

SAREF is the Reference Ontology for Smart Applications and contains recurring 

concepts that are used in several Domains. SAREF has a close relation with the 

oneM2M Base Ontology, for which a mapping is defined in clause 5.

Fig. 6.2.0-1: Common Service Functions

Ref oneM2M TS 001 Functional Architecture Rel 4 Nov 2020: 28
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oneM2M Service Layer (SL) - Horizontal Architecture providing a Common Framework for IoT, 

Ref oneM2M TS 001 Functional Architecture Rel 4 Nov 2020: 23, 26

Fig 5.1-1: oneM2M Layered Model
Figure 5.2.1-1: oneM2M Functional Architecture
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76Ref.: oneM2M TR 057 Getting started with oneM2M: May 2019: 10-12

6.2 Common Services Functions

This clause describes the services provided by the Common Services Layer in the M2M System. Such services reside within a CSE and are 

referred to as Common Services Functions (CSFs). The CSFs provide services to the AEs via the Mca reference point and to other CSEs via 

the Mcc reference point. CSEs interact with the NSE via the Mcn reference point. An instantiation of a CSE in a Node comprises a subset of the 

CSFs from the CSFs described in the present document.



3GPP TS 23.501 System Architect for 5G System  Rel 16 Aug 2020: 344 



ETSI SmartM2M TR 103 714 Discovery & Query UCs & Requirem July 2020: 20

Semantic discovery in presence of a "Network" of 

M2M Service Providers (M2MSPs)

The oneM2M system should integrate already Standardized 

Ontology extensions to the current oneM2M Ontology to cope 

with new specific domains (e.g. SAREF Core and its extensions 

SAREF4BLDG, SAREF4ENVI, SAREF4ENERGY , 

SAREF4CITY, SAREF4AGRI, SAREF4WATER

2) Based on Semantic information, the oneM2M System shall 

take routing decisions for forwarding a received

ASDQ. The semantic information will allow the oneM2M system 

to maximize and to accelerate the semantic

discovery process.



ETSI SmartM2M TR 103 714 Discovery & Query UCs & Requirem July 2020: 12-16 

Semantic discovery in presence of a "Network" of M2M Service Providers (M2MSPs)

ASD within distributed network of CSEs belonging a single Service Provider & across different IoT 

Service Providers. 



Ref ETSI TR 103 715: 82

5 Use Case - Semantic discovery in presence of a "network" of M2M SP



ETSI SmartM2M TR 103 714 Discovery & Query UCs & Requirem July 2020: 23

5 Use Case - Semantic discovery in presence of a "Network" of M2M Service Providers 

(M2MSP)

7.10 Potential Requirements for the oneM2M system
The following potential requirements are additional to the ones already identified 

in clauses 5 and 6.

1) Advanced Semantic Discovery shall support queries written with specific 

domain ontologies, e.g. SAREF.

2) Advanced Semantic Discovery shall support semantic reasoning between the 

baseline oneM2M ontology and the identified domain specific ontologies, e.g. 

SAREF. As example, if a query is looking for a oneM2M device

observing Celsius temperature, then the Advanced Semantic Discovery would 

potentially return a SAREF temperature sensor.

3) Advanced Semantic Discovery shall provide capabilities to identify multiple 

set of targets, and a multiplicity of searches (e.g. by setting parameters or 

filters).

4) The oneM2M Access Control Policy shall include discovery permissions to 

support Advanced Semantic Discovery. When an Advanced Semantic Discovery 

is performed by the oneM2M System, it shall operate

according to the indications associated with the desired information.

It is also expected that:

- The solution would be based an evolution of the current oneM2M architecture 

and functionality and would reuse existing standard ontology mechanisms e.g. 

considering the SAREF standard developed in

ETSI TC SmartM2M (which is also aligned with the W3C ontology approach). 

This intends to assure also a smooth interworking with relevant non-oneM2M 

solutions.

- The solution would be complete and will be a part of the oneM2M core 

functions, to avoid the need of ad hoc applications designed to expand the 

oneM2M functionality with the risk of being implemented with different flavours.



ETSI SmartM2M TR 103 714 Discovery & Query UCs & Requirem July 2020: 24-26

5 Use Case - Semantic discovery in presence of a "network" of M2M Service Providers 

(M2MSP)

8 Use Case - Healthcare network and clinical knowledge 

administration

This use case looks at the semantic discovery requirements through a networking 

environment between people with disease (patients), the elderly, who want to 

live an independent life while remaining in their homes, special invalid

people with a high risk of falling in their homes, doctors/care taking people, 

people practicing fitness exercises to improve their health, and 

institutions/organizations, who manage a clinical knowledge & information data 

basis or analyses of patient data.



ETSI SmartM2M TR 103 715 Discovery and Query Solutions Analysis & selection Nov  2020: 24-26

5 Use Case - Semantic discovery in presence of a "network" of M2M Service 

Providers (M2MS



ETSI SmartM2M TR 103 715 Discovery and Query Solutions Analysis & selection Nov  2020: 19, 21

5 Use Case - Semantic discovery in presence of a "network" of M2M Service 

Providers (M2MS

5.2 Resource in oneM2M
5.2.1 Resource involved in Semantic Resource Descriptor



ETSI SmartM2M TR 103 715 Discovery and Query Solutions Analysis & selection Nov  2020: 23

5 Use Case - Semantic discovery in presence of a 

"network" of M2M Service Providers (M2MS

5.2 Resource in oneM2M
5.2.1 Resource involved in Semantic Resource 

Descriptor

5.3 Discovery query languages

5.3.1 oneM2M syntactic discovery query language

Figure 5.3.1-1 provides the resource tree and discovery example. In 

the diagram, the discovery arrow illustrates that the discovery 

request targets "Humidity" resource and it contains the Filter Criteria 

(short name "fc"). Then the resources that apply the discovery will be 

the two as child and grandchild of the "Humidity" resource.



ETSI SmartM2M TR 103 715 Discovery and Query Solutions Analysis & selection Nov  2020: 31

Semantic discovery in presence of a "network" of M2M Service Providers (M2MSPs)

Ontologies and their OWL representations are used in oneM2M to provide syntactic and semantic 

interoperability of the oneM2M System with External Systems. 



ETSI SmartM2M TR 103 715 Discovery and Query Solutions Analysis & selection Nov  2020: 31-35

5 UC - Semantic discovery in presence of a "network" of M2M Service Providers (M2MS

5.5.3 oneM2M discovery (semantic and non-semantic)

Non-semantic/Syntactic discovery                                                    Semantic discovery



ETSI SmartM2M TR 103 715 Discovery and Query Solutions Analysis & selection Nov  2020: 55

Advanced Semantic Discovery (ASD) - 1

Semantic Discovery in presence of a "Network" 

of M2M Service Providers (M2MSPs)

The Advanced Semantic Discovery aims to discover AEs (also 

called Resources) that are registered/announced to some

CSEs. 

The ASD could start from any AE, even these ones not belonging 

to the same Trusted Domain. 

The ASD differs from the usual one present in oneM2M in the 

sense that one (or many) AE could be searched for even without 

knowing its identifier, but just knowing its TYPE or ONTOLOGY

membership, as shown in Figure 6.3.1-1.

Fig. 6.3.1-1 Advanced Semantic Discovery (ASD) in one image 



ETSI SmartM2M TR 103 715 Discovery and Query Solutions Analysis & selection Nov  2020: 57

Semantic discovery in presence of a "network" of M2M 

Service Providers (M2MSPs) - 2

Advanced Semantic Discovery (ASD)

Figure 6.3.2-1 describes oneM2M as-is Semantic Discovery 

involving multiple CSEs. 

propagated to other CSEs.



3GPP TS 23.501 System Architect for 5G System  Rel 16 Aug 2020: 344 



ETSI oneM2M TS 003 Security Solutions Rel 4 Aug 2020: 81 



ETSI oneM2M TS 003 Security Solutions Rel 4 Aug 2020: 92 



Ref ETSI oneM2M ASD webinar Luigi Liguori Jan  2021: 

5 Use Case - Semantic discovery in presence of a "network" of M2M Service Providers 

(M2MS



oneM2M Semantic Support and Discovery - Ontology Mapping

Ref.: ETSI oneM2M TS 0034 Rel 4 Semantic Support, Jan 2020: 28

The Ontology Mapping Task performed by

=> Create Operation or 

 Update Operation against an

 <ontologyMapping> resource on a 

Hosting CSE. 

A Retrieve operation against the same 

<ontologyMapping> resource shall be used 

to get the result of ontology mapping. A 

Delete operation against a 

<ontologyMapping> resource shall follow 

the basic procedure as specified in clause [1].



CIM NGSI-LD API - Context Information Management Next Generation System Interface Linked Data API

Ref.: : ETSI GS CIM 009 CIM NGSI-LD API, Aug 2020: 15, 24

Context Information Management CIM - NGSI-LD API

The CIM API allows Users to:

- Provide, 

- Consume              > Context Information

- Subscribe

Close to Real-time Access to Information coming from 

many different Sources (not only IoT Data Sources).



CIM NGSI-LD API - Context Information Management Next Generation System Interface Linked Data API

Fig. B. 1: Mapping NGSI - LD Meta - model and Cross-Domain Ontology to oneM2M Base Ontology 

Context Information Management CIM - NGSI-LD Ontology to oneM2M Ontology 

Ref.: ETSI CIM GS 006 Information Model MOD0 V1.1.1 July 2019:31



ML Classification

97
Ref.: IEEE  A Survey of Multi-Access Edge Computing (MEC) in 5G and Beyond, Jan., 2020: 30



Data Processing Chain Machine Learning - (ML)

The life cycle for ML can be considered to have the following 

Stages: 

1) Data acquisition

2) Data curation

3) Model design

4) Software Build

5) Train

6) Test

7) Deployment

8) Updates

Stages 4), 5) and 6) (Build, Train, Test) can together be 

considered as an iterative implementation cycle.

In the ML lifecycle, the Training phase can be 

considered as the most critical, since it is this stage 

that establishes the baseline behaviour of the system.

ETSI GR SAI 004 Dec 2020: 11 

Fig. Typical Machine Learning (ML)  Lifecycle 



1. "5G Network Mobility at "Cell" & "Cloud" Edge - NGMN WP Feb 2015 - 4  

KDN – TMF



1. "5G Network Mobility at "Cell" & "Cloud" Edge - NGMN WP Feb 2015 - 4  



Ref: ETSI ZSM GR 005 Means of Automation May 2020: 63 

Fig 28  An example of DRL Deep Reinforced Learning Network

Self-Transfer Optimization Network

Deep Reinforcement Learning Framework

A DRL framework similar to the one proposed in [i.60] is considered, but 

modified in such a way that it learns the mapping between the network 

environment measurements (given as inputs) and the optimization 

actions/decisions (given as outputs), where the corresponding system 

performance metrics are mapped as rewards.

The DRL model consists of at least convolutional layers and fully connected 

layers, where the convolutional layers are used to capture the temporal and 

spatial correlations of the network environment, while the fully connected layers 

are used for reducing the dimension to the required dimension of the output 

actions. Figure 28 gives an example of the DRL model with two convolutional 

layers and two fully connected layers.



1. "5G Network Mobility at "Cell" & "Cloud" Edge - NGMN WP Feb 2015 - 4  



ETSI ENI Architecture for Closed -Loop Network Operations & 
Management enabled by AI/ML Techniques

103
Ref.: ETSI WP Network Transform., Orchestration & Service Management, Oct. 2019: 9-10 



Ref: ETSI CIM GR 002 Use Cases July 2019: 25 



Mapping CIM cross - domain NGSI - LD to oneM2M OWL   

Ref: ETSI CIM GS 006 Information Model MOD0 July 2019: 31 



Mapping NGSI - LD cross domain Ontology to SAREF   

Ref: ETSI CIM GS 006 Information Model MOD0 July 2019: 34 



Two (2) Questions on APIs:

Nr. 1 APIs: Type and Functions          - HOW? 

Ref 3GPP TS 23.222 & TS 29.222 CAPIF for NAPS Rel 16 & 17, Dec 2020: 24,16  

IoT



oneM2M Semantics Support 

108
Ref.: oneM2M TR 0045 Semantics support, 



oneM2M Semantics Support 

109
Ref.: oneM2M TS 0012 Base Ontology Feb 2019: 13 



oneM2M Semantics Support 

110
Ref.: oneM2M TS 0012 Base Ontology Feb 2019: 17 - 18



oneM2M Semantics Support 

111
Ref.: oneM2M TS 0012 Base Ontology Feb 2019: 20 - 21



oneM2M Semantics Support 

112
Ref.: oneM2M TS 0012 Base Ontology Feb 2019: 20 - 21



oneM2M Semantics Support 

113
Ref.: oneM2M TS 0012 Base Ontology Feb 2019: 20 - 21



oneM2M Semantics Support 

114
Ref.: oneM2M TS 0012 Base Ontology Feb 2019: 20 - 21



oneM2M Semantics Support 

115
Ref.: oneM2M TS 0012 Base Ontology Feb 2019: 20 - 21



oneM2M Semantics Support 

116
Ref.: oneM2M TS 0012 Base Ontology Feb 2019: 41



oneM2M Semantics Support 

117
Ref.: oneM2M TS 0012 Base Ontology Feb 2019: 60





5.2 Mapping between SAREF and oneM2M Base Ontology
Figure 12 shows the mapping between SAREF and the oneM2M Base Ontology.

Annex 4 - 3GPP 5G SCEF/SCS for IoT Platform integrated with IoT SL across 10 UCs - 3 



Ref 3GPP TS 23.222 & TS 29.222 CAPIF for NAPS Rel 16 & 17, Dec 2020: 24,16  

Commercial



The Big Shift - from "Caveat Emptor" to "Caveat Venditor" - 1

Ref.: D.Pink, D-ve, 2012

When Information is Ubiquitous:

shift from  Information Inequality to Information Paritiy

No longer enough 

just to be able to Answer to Questions on Product/Solution/ Services 

and/or present Platforms, Solutions, Services, Standards ...  



The Big Shift - from "Caveat Emptor" to "Caveat Venditor" - 2

Ref.: D.Pink, D-ve, 2012

When Information is Ubiquitous 

The Value of undertaking the role of  “Unbiased Business Partner“

Shift in assigned importance from "Problem - Solving" to  

"Problem-Identification/ Finding“

Ask the “Right Questions“
- to Identify Current Issues/Problems, curate the Vast Amount of  Information & 

- Ability to Hypothesize/Clarify on Future Problems, Inter-Dependencies 

- Outline Future Multi-Vendor Inter- Operability & Scalability 

- Ground for Personalized, Business Model and Agile Service  

Deployment. 



To see what the Problem is before jumping in to Resolve it

Problem Solving Approach turns upside down Two (2) "Traditional Sales Skills:

A) From "Access Information" to "Curating Information": 
- Sorting - out through massive amount of Data
- Presenting the most Relevant & Clarifying Aspects

B) From "Answering Questions" to "Asking Questions" to:

Possibilities

Uncover =>   Surfacing Latent Issues
Unexpected problems

C) Apply "Contrast Principle" (R. Cialdini) & move from
"Upselling" to "Upserving"

Most Important Question: 

"Compared to What"?  => Value

The Big Shift - from "Caveat Emptor" to "Caveat Venditor" - 3

Ref.: D.Pink, D-ve, 2012



GAIN Model  and  Fallacies of Data - 2

Three (3) Fallacies of Data 

1. The Fallacy of Active vs Passive Data. 
Growing companies start to generate Operations-related Data (Active Data), which can

seduce with its apparent objectivity. 

2. The Fallacy of Surface Growth
In consumer relationships, Corporations focus their energies on driving growth by selling to    

existing Customers additional products .

3. The Fallacy of Conforming/Non-Conforming Data 
focus on generating data that conforms to pre - existing notions, that inherently hinders/blinds    

from emerging/new opportunities beyond their perspective.



125

B2C/B2B Technology Adoption Phases - Business Model 

1. Engage Users

2. Develop Traffic

3. Identify the Loyal Users

4. Monetize (by charging the Loyal Users)

Ref.: G. Moore, 2013



Summary - 1 Video presentations:

1. "My APIs are the best". They are proprietary, but they 

are the best". 

2. Repeating the mistakes done in the past while 

deploying New Technologies without changing the 

Business Framework

3. "Products are Packages of Emphasis from Technologies 

on the rise". 



Summary - 2

1.  How?                 or                 What/Why?

2.  Package of Emphasis?      or      Emphasis?

3. Satisfy a Need?       or   Provides Progress? 
within Social and Emotional Context?



Comments,     Remarks,      Questions?


