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ETSI Multi-access Edge Computing (MEC) starts 2nd Phase & Renews Leadership Team
Sophia Antipolis, 28 March 2017
https://www.etsi.org/newsroom/news/1180-2017-03-news-etsi-multi-access-edge-computing-starts-second-phase-and-renews-leadership-team

ETSI’s MEC ISG has 

1. Renamed MEC to Multi-access Edge Computing 
to better reflect Non-Cellular  Operators’ Requirements. 

2.     A New Leadership Team: Alex Reznik new Chair

3.    A New Scope to address: 
- multiple MEC Hosts 
- different Networks 
- Edge Applications in a Collaborative Manner. 

2. ETSI MEC re-named in March 2017 & 3GPP 5G NSA Rel. 15 Mobility - 1

https://www.etsi.org/newsroom/news/1180-2017-03-news-etsi-multi-access-edge-computing-starts-second-phase-and-renews-leadership-team


1. ”Mobility” Paterns Re-defined/Diversified - UEs categorized/defined as:  

1. Stationary during their entire usable life (e.g., sensors embedded in infrastructure)

2. Nomadic during Active Periods, but Stationary between activations (e.g., Fixed Access)

3. Mobile within a Constrained & Well-Defined Space/Area

(Spatially Restricted e.g., in a Factory or Stadion or Airport), 

4. Fully Mobile (WAN).

IP Anchor Node & UE - Relay - deployed at the "Edge" for

- 5G Network Traffic offloading onto traditional IP Routing Networks 

- as UE moves, changing the IP Anchor Node needed in order to reduce      

- IP Traffic Load,  

- End-to-End latency

- Better User Experience

- Seamless access to both 3PGG and non - 3GPP Network Access Technology

(e.g WiFi, Bluetooth, Ethernet &..) 

- Dynamic Subscriber Management via 

GSMA Standardised eUICC OTA Platform (SM-DP & SM-SR Platform)

2. ETSI MEC re-named in March 2017 & 3GPP 5G NSA Rel. 15 Mobility - 2



1. MEC & the local UPF collocated with the eNB/gNB Base Station 
2. MEC collocated with a Transmission Node, possibly with a local UPF 
3. MEC & the local UPF collocated with a Network Aggregation Point 
4. MEC collocated with the CN Functions (i.e. in the same DC)  

5GS Network Capabilities (UPF) & MEC Integration 
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2. RAN Core Convergence via CUPS implementation 



C-RAN 
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3GPP RAN gNB DU and CU Functional 

Split:

3GPP has also defined a functional split [13] inside 

the gNB with 2 components: the DU (Distributed 

Unit) and the CU (Centralized Unit), 

communicating via a standard interface F1. 

The CU can also be split in 2 entities: a CU-C 

for CP and a CU-U for UP.

This architecture allows for the RAN to be 

more and more virtualized and a number of 

functions to run in the Cloud, either close to 

the Antenna on Edge Location if low latency 

is being required, or further down in more 

Centralized Data Centre with different Split 

Options between Central unit (CU) and 

Distributed Unit (DU).
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3GPP NG-RAN

3GPP has defined the Architecture of the 5G Next Generation RAN (NG-RAN) with a Reference Architecture as 

described below with 2 keys Components:

- A gNB may consist of a gNB-CU and 1 or more gNB-DU(s). A gNB-CU and a gNB-DU is connected via F1 

interface.

One gNB-DU is connected to only one gNB-CU.

- gNB, providing 5G NR User Plane (UP) and Control Plane (CP) protocol terminations towards the UE

 
5GC 

NG NG 

Xn-C 

NG-RAN 

gNB 

  

 
gNB-DU gNB-DU 

 

 

gNB-CU 

gNB 

F1 F1 

Figure 6.1-1: NG RAN Overall architecture

E1

gNB-DU

gNB-CU-CP

F1-C F1-U

gNB

gNB-CU-UP

gNB-DU

Figure 6.1.2-1. Overall architecture for separation of gNB-CU-CP and gNB-CU-UP 
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O-RAN ALLIANCE

O-RAN Specifications are built based on the 3GPP 

Specifications by defining Interface Profiles, Additional New 

Open Interfaces, and New Nodes, in three (3) RAN Areas: 

Disaggregation, Automation, and Virtualization.

One of the Key New Interfaces standardized 

by O-RAN is Open Interface of Fronthaul 

(FH), connection between RU (Radio Unit) 

and DU (Distributed Unit). 

Figure 15: RAN Split Option
Figure 16: Logical architecture of O-RAN



O-RAN Alliance Control Loops: Non/Near/Real-time Control Loops  
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RAN Latency and Distance in FH, MH, BH  

20

Source: Altran (Aricent)
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1. 3GPP 5G System Idle Inactive Connected

Figure 4.2.1-1 not only provides an overview of the RRC states in E-UTRA/EPC, but also illustrates 

the Mobility support between E-UTRA/EPC, UTRAN and GERAN.
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1. 3GPP 5G System Idle Inactive Connected States   

Figure 4.2.1-3 not only provides an overview of the RRC states in E-UTRA/5GC, but also illustrates 

the mobility support between E-UTRA/5GC, UTRAN and GERAN.

UE states and state transitions including inter RAT

A UE is in RRC_CONNECTED when an RRC connection has been established or in 

RRC_INACTIVE (if the UE is connected to 5GC) when RRC connection is suspended. If this is not 

the case, i.e. no RRC connection is established, the UE is in RRC_IDLE state. The RRC states can 

further be characterised as follows:

RRC_INACTIVE:

- A UE specific DRX may be configured by upper layers or by RRC layer;

- A RAN-based Notification Area (RNA) is configured by RRC layer;

- The UE stores the UE Inactive AS Context;

- The UE:

- Applies RRC_IDLE procedures unless specified otherwise;

- Monitors a Paging channel for CN Paging using 5G-S-TMSI and RAN paging using fullI-

RNTI;

- Performs periodic RAN-based Notification Area (RNA) update;

- Performs RAN-based notification area update when moving out of the configured RAN-based 

notification area.

Figure 2 Comparison of Signalling involved in Legacy Idle-to-Connected transition (Left) 

versus Inactive-to-Connected Transition (Right)



UE Route Selection Policy (URSP)

The URSP is defined and is a set of one or more URSP rules, where a URSP rule is composed of:

a) A precedence value of the URSP rule identifying the precedence of the URSP rule among all the existing URSP rules;

b) A  traffic descriptor, including either:

1)match-all traffic descriptor; or

2)at least one of the following components:

A) one or more application identifiers;

B) one or more IP 3 tuples i.e. the destination IP address, the destination port number, and the protocol in use above the IP;

C) one or more non-IP descriptors, i.e. destination information of non-IP traffic;

D) one or more DNNs;

E) one or more connection capabilities; and

F) one or more domain descriptors, i.e. destination FQDN(s) or a regular expression as a domain name matching criteria; and 

c)one or more route selection descriptors each consisting of a precedence value of the route selection descriptor and either

1) one PDU session type and, optionally, one or more of the followings:

A) SSC mode;

B) 1 or more S-NSSAIs;

C) 1 or more DNNs;

D) Void;

E) preferred Access Type; 

F) Multi-Access Preference;

G) a Time Window; and

H) Location Criteria;

2) non-seamless non-3GPP offload indication; or

3) 5G ProSe Layer-3 UE-to-network relay offload indication.  



5G Authentication Security Enhancements SUPI, SUCI, GUTI types 



5G Security Architecture & Authentication Procedure - 1 The figure below illustrates the following Security Domains:

- Network Access Security (I): the set of security features that enable a UE to authenticate and access services 

via the network securely, including the 3GPP access and Non-3GPP access, and in particularly, to protect 

against attacks on the (radio) interfaces. In addition, it includes the security context delivery from SN to AN for the 

access security. 

- Network Domain Security (II): the set of security features that enable network nodes to securely exchange 

signalling data and user plane data. 

- User Domain Security (III): the set of security features that secure the user access to mobile equipment.

- Application Domain Security (IV): the set of security features that enable applications in the user domain and 

in the provider domain to exchange messages securely. Application domain security is out of scope of the 

present document.

- SBA Domain Security (V): the set of security features that enables network functions of the SBA architecture 

to securely communicate within the serving network domain and with other network domains . Such features 

include network function registration, discovery, and authorization security aspects, as well as the protection for 

the service-based interfaces. SBA domain security is a new security feature compared to TS 33.401 [10].

- Visibility and Configurability of Security (VI): the set of features that enable the user to be informed whether a 

security feature is in operation or not.

NOTE: The visibility and configurability of security is not shown in the figure.

The 5G System Architecture introduces the following 

Security Entities in the 5G CN

AUSF: AUthentication Server Function;

ARPF:  Authentication credential Repository & Processing 

Function;

SIDF: Subscription Identifier De-concealing Function;

SEAF: SEcurity Anchor Function. 



5G Security Architecure and Authentication Procedure - 2 
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2. RAN Core Convergence via CUPS implementation 
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2. 5G UP GW SEPP and SeCoP - 2 

Solution Key Issue #27: Policy based Authorization 

for Indirect Communication between Network 

Functions (NFs)

This solution addresses KI #22 - Authorization of NF 

Service Access in Indirect Communication.

The solution proposes Policy-based Authorization of 

NF Consumer requests in the SeCoP (Service 

Communication Proxy) associated with the NF 

Producer.

A Set of Policies are provisioned in the SeCoP which 

allow the SeCoP to recognise an incoming Service 

Request from a NF Consumer and determine whether 

to allow the request and set of services that can be 

allowed for the requesting NF. 



5G NDL - Network Data Layer 

separation of the 5G "Compute"  from  "Storage" via 5G UDM  

in NFs  implementation into VNFs & PNFs related 

(NF) Application Context (Unstructured Data in UDSF) 

from 

(NF) Application Business Logic (Structured Data in UDR)

5G NF as a Service "Producer" and "Consumer" (+ Intent)

Table E.1-1: Communication models for NF/NF Services interaction 



Stateless NFs (for any 5GC NF type)

An NF may become Stateless by Storing its Contexts as 

Unstructured Data in the UDSF.

An UDM, PCF and NEF may also Store own Structured Data in 

the UDR. 

An UDR and UDSF cannot become stateless.

An NF may also be deployed such that several stateless network function instances are present 

within a set of NF instances. Additionally, within an NF, an NF service may have multiple 

instances grouped into a NF Service Set if they are interchangeable with each other because they 

share the same context data. See clause 5.21 of 3GPP TS 23.501 [3].

.



Management Services (MnS)

An Management Service (MnS) offers Capabilities for Management and 

Orchestration of Network and Service. 

The entity producing an MnS is called MnS Producer. 

The entity consuming an MnS is called MnS Consumer. 

An MnS provided by an MnS Producer can be 

consumed by any entity with appropriate 

Authorisation and Authentication. 

An MnS Producer offers its services via a Standardized Service Interface 

composed of individually specified MnS Components.



5G NFs Services as Producer and Consumer  









Figure 4.1.2.1-2: An example of using Intent driven management service for network provisioning

Intent driven Management Service (Intent driven MnS) concept

Perform Network Management Tasks

Identifying, Formulating and Activating 

Network Management Policies  







Interface 1: NWDAF interacts with AF (via NEF) using NW layer SBI.

Interface 2: N1/N2 interface. 

Interface 3: O&M layer configures the NF profile in the NRF, and NWDAF 

collect the NF capacity information from the NRF. 

Interface 4: MDAF interacts with Application/Tenant using 

Northbound Interfaces (NBI). 

Interface 5: MDAF interacts with RAN DAF using O&M layer SBI. 

Interface 6: NWDAF consumes the services provided by MDAF using cross 

layer SBI. 

Interface 7: MDAF consumes the services provided by MWDAF using 

cross layer SBI. 

Interface 8: MDAF collects data from NW layer via trace file/monitoring 

services. 

Figure 4-4 5G Mobile Network Architecture Integrated Analytics Architecture 

Figure 4-3: Data Analytics framework in 5G Mobile Network Architecture 



Service Subscriptions related to Latency in Standardized and Private Slice Types   

Network Slice Providers can build their Network Slice Product offering 

based on S-NESTs (Standardized Network Slice Type) and/or their P-

NESTs (Private NESTs). 

Standardized Network Slice Type (S-NEST) NST-A, for which the 

attribute Packet Delay Budget Value Range is between 1 ms and 100 ms

is specified by 3GPP. 

Network Slice Provider (NSP) may offer 3 products based on NST-A:

- Platinum NST-A based Network Slice Product, where the attribute ‘     

Packet Delay Budget’ Value Range is between 1 ms and 10 ms

- Gold NST-A based Network Slice Product, where the attribute     

Packet Delay Budget’ Value Range is between 11 ms and 50 ms

- Silver NST-A based Network Slice Product, where the attribute 

Packet Delay Budget’ Value Range is between 51 ms and 100 ms.



Use of 5G CN LADN (Local Area Data Network) support 

- LADN in a certain Service Area (SA) where the Applications are deployed. 

- Access to a LADN is only available in a specific LADN SA (Service Area), defined as a  

Set of Tracking Areas (TAs) in the serving PLMN

- LADN is a Service provided by the serving PLMN of the UE. 
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1. 3GPP 5G System Architecture (PDU) SSC Modes 1 - 3 General   

Each PDU Session supports a single PDU Session type

The following PDU Session types are defined:

- IPv4, 

- IPv6, 

- IPv4v6, 

- Ethernet, 

- Unstructured

- PDU Sessions are established (upon UE request), 

- Modified (upon UE and 5GC request) and 

- Released (upon UE and 5GC request) 

using NAS SM signalling exchanged over N1 between the UE and the SMF. 

Upon request from an Application Server (AS), the 5GC is able to trigger a specific Application in the UE. 



3GPP TS 23 501 5G System Architecture,Rel. 17, Sept 2021: 475 
43

Legend:

- NAS-MM: The NAS protocol for MM functionality supports Registration Management Functionality, 

Connection Management Functionality and User Plane (UP) Connection Activation and De-

activation. It is also responsible of Ciphering and Integrity Protection of NAS signalling. 

- 5G-AN Protocol Layer: This set of protocols/layers depends on the 5G-AN. In the case of NG-RAN, the 

Radio Protocol between the UE and the NG-RAN Node (eNodeB or gNodeB) is specified in 3GPP 

NR TS. In the case of non-3GPP access, see clause 8.2.4.

Figure 8.2.2.2-1: Control Plane (CP) between the UE and the AMF

Legend:

- NAS-SM: The NAS protocol for SM Functionality supports User Plane (UP) PDU Session Establishment, 

Modification and Release. It is transferred via the AMF, and transparent to the AMF. 5G NAS 

protocol is defined in 3GPP TS. 

Figure 8.2.2.3-1: Control Plane protocol stack between the UE and the SMF

UE – SMF

Control Plane (CP) Protocol Stacks between the UE and the 5GC

A single N1 NAS signalling connection is used for each access to which the UE is connected. The single N1 termination point is 

located in AMF. The single N1 NAS signalling connection is used for both Registration Management and Connection Management 

(RM/CM) and for SM-related messages and procedures for a UE.   

The NAS protocol on N1 comprises a NAS-MM and a NAS-SM components. 



Table 1: 5G User Equipment (UE) Service Access Identities & Service Access Gategories Configuration



UE Route Selection Policy (URSP)

The URSP is defined and is a set of one or more URSP rules, where a URSP rule is composed of:

a) A precedence value of the URSP rule identifying the precedence of the URSP rule among all the existing URSP rules;

b) A  traffic descriptor, including either:

1)match-all traffic descriptor; or

2)at least one of the following components:

A) one or more application identifiers;

B) one or more IP 3 tuples i.e. the destination IP address, the destination port number, and the protocol in use above the IP;

C) one or more non-IP descriptors, i.e. destination information of non-IP traffic;

D) one or more DNNs;

E) one or more connection capabilities; and

F) one or more domain descriptors, i.e. destination FQDN(s) or a regular expression as a domain name matching criteria; and 

c)one or more route selection descriptors each consisting of a precedence value of the route selection descriptor and either

1) one PDU session type and, optionally, one or more of the followings:

A) SSC mode;

B) 1 or more S-NSSAIs;

C) 1 or more DNNs;

D) Void;

E) preferred Access Type; 

F) Multi-Access Preference;

G) a Time Window; and

H) Location Criteria;

2) non-seamless non-3GPP offload indication; or

3) 5G ProSe Layer-3 UE-to-network relay offload indication.  



The following three (3) modes are specified with further details provided in 

the next clause:

- With SSC mode 1, the Network preserves the Connectivity 

service provided to the UE. For the case of PDU Session of IPv4 or 

IPv6 or IPv4v6 type, the IP address is preserved.

- With SSC mode 2, the Network may release the connectivity 

service delivered to the UE and release the corresponding PDU 

Session(s). For the case of IPv4 or IPv6 or IPv4v6 type, the release of 

the PDU Session induces the release of IP address(es) that had been 

allocated to the UE.

- With SSC mode 3, changes to the User Plane can be visible to the 

UE, while the network ensures that the UE suffers no loss of 

connectivity. A connection through new PDU Session Anchor point is 

established before the previous connection is terminated in order to 

allow for better service continuity. For the case of IPv4 or IPv6 or 

IPv4v6 type, the IP address is not preserved in this mode when the 

PDU Session Anchor changes.

NOTE: The addition/removal procedure of additional PDU Session 

Anchor in a PDU Session for local access to a DN is independent 

from the SSC mode of the PDU Session.
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5GS Support for Ultra Reliable Low Latency 

Communication (URLLC)

Redundant Transmission for High Reliability 

Communication

Dual Connectivity based End to End (E2E) Redundant 

User Plane (UP) Paths

Support of Redundant Transmission on N3/N9 Interfaces

The redundant User Plane (UP) set up applies to both IP and 
Ethernet PDU Sessions.



The ATSSS feature enables a Multi-Access (MA) PDU Connectivity Service, which can exchange PDUs between the UE and a Data Network 

(DN) by simultaneously using one (1) 3GPP Access Network and one (1) non-3GPP Access Network and two (2)  independent N3/N9 tunnels 

between the PSA and RAN/AN. 

The Multi-Access PDU Connectivity Service is realized by establishing a Multi-Access PDU (MA PDU) Session, i. e. a PDU Session that may 

have User-Plane (UP) Rsource on two(2) Access Networks (ANs). 

5G System Architecture Rel. 16 Access Traffic Steering, Switch and Splitting (ATSSS) 



3.1 5GS PIoTs - Personal IoT Networks - 5

Residential Gateway (RG):

The Residential Gateway (RG) is a 

Device providing, e.g. 

- Voice, 

- Data, 

- Broadcast Video, 

- Video on Demand, 

to other Devices in Customer Premises.



Fig. 1    5G enabled Multi Access (MA) PDU Session 

Fig. A.2-1: Customer Premises Network (CPN) connected to 5GC

Fig. 5.12.1-1. 5G Local Control of Premise Radio Access Stations (PRASs) for UE  to access 

CPN Device

In 5G Architecture, 3GPP, in collaboration with the BroadBand Forum (BBF), has specified UC solutions where a single 5G Core Network is used to also control Fixed 

Broadband Access. Solutions like 5G LAN & UE relaying have been specified for Residential UCs & Traffic Scenarios (e.g. Homes & Small Offices) & identifies 

related New Potential Functional Requirements & Potential Key Performance Requirements in the following three (3) Areas: 1. Enhancements for Wireline Wireless 

Convergence, 2. Enhancements for Fixed LAN - 5GLAN integration, & 3. Enhancements for indoor Small Base Stations. For 5G Services that require specific QoS 

(e.g. Guaranteed flow Bit Rate (GBR), Latency) or e.g. that rely on Edge Applications, it is important that the 5G Network can differentiate the related Service Data 

Flows in order to treat them accordingly. This also applies in case a PRAS is connected via an evolved Residential Gateway (eRG) & an indoor infrastructure. The 

5G Capabilities (e.g., High Performance, Long-Distance Access, Mobility & Security) can be used to build a Secure Connection between the 5G LAN & the fixed IP 

VPN. E.g.  when People are working from Home, they probably need to access the Enterprise’s intranet by using the Devices connecting to the Home 5G LAN. The 

Connection of 5G LAN with fixed IP VPN aims to enable the Devices within the 5G LAN to access the Intranet through the Fixed IP VPN.  This use case intends to 

make use of the 5G capabilities (e.g., high performance, long-distance access, mobility and security) to build a secure connection between the 5G LAN and the fixed IP 

VPN. The evolved Residential Gateway (eRG) is a Device providing Services as e.g. Voice, Data, Broadcast Video, Video on Demand, AR/VR etc. to other 

Devices in Customer Premises (e.g. Homes, Work Offices). 5G UE including eRG can enable a Multi-access (MA) PDU Connectivity Service, in which case the PDU 

Session is simultaneously associated with both 3GPP Access & Non-3GPP Access & simultaneously associated with two (2) independent N3/N9 tunnels 

between the PSA & RAN/AN (as shown in Figures below). 





Table: Standardized 5QI to QoS Characteristics Mapping
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5G Cloud Native Adoption SCP 
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4.1.4 Cloud Native Network Functions

The term "Cloud Native" originates from the ability to realise an Economy at Scale – HyperScale – through

- Agile Code Development and 

- Code Integration Design Patterns. 

At the Core is the idea to de-compose a Function into Microservices that can exist as Multiple Instances to allow to 

scale with demand. 

Cloud-native is commonly agreed to define Applications that follow the 12-Factor Methodology ( 

https://12factor.net/)  as outlined by various Market Leaders  (as Microsoft & VmWare and summarised in Table 2. 

Thus, if VNFs follow the aforementioned 12-Factor Code Development and Integration Methodology, they can 

operate as Cloud Native Network Functions (CNFs).

https://12factor.net/


1. 3GPP 5G System Architecture Service Communication Proxy NF to NF Service Interaction     
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Model A - Direct communication without NRF interaction: Neither NRF nor SCP are used. Consumers are configured with producers' "NF profiles" and directly communicate with a 

producer of their choice.

Model B - Direct communication with NRF interaction: Consumers do discovery by querying the NRF. Based on the discovery result, the consumer does the selection. The 

consumer sends the request to the selected producer.

Model C - Indirect communication without delegated discovery: Consumers do discovery by querying the NRF. Based on discovery result, the consumer does the selection of an NF 

Set or a specific NF instance of NF set. The consumer sends the request to the SCP containing the address of the selected service producer pointing to a NF service instance or a set of 

NF service instances. In the latter case, the SCP selects an NF Service instance. If possible, the SCP interacts with NRF to get selection parameters such as location, capacity, etc. The 

SCP routes the request to the selected NF service producer instance.

Model D - Indirect communication with delegated discovery: Consumers do not do any discovery or selection. The consumer adds any necessary discovery and selection parameters 

required to find a suitable producer to the service request. The SCP uses the request address and the discovery and selection parameters in the request message to route the request to a 

suitable producer instance. The SCP can perform discovery with an NRF and obtain a discovery result.

Figure E.1-1 depicts the different communication models.
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Figure E.1-1: Communication models for NF/NF services interaction
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2. 5G UP GW SEPP and SeCoP - 2 

Solution Key Issue #27: Policy based Authorization 

for Indirect Communication between Network 

Functions (NFs)

This solution addresses KI #22 - Authorization of NF 

Service Access in Indirect Communication.

The solution proposes Policy-based Authorization of 

NF Consumer requests in the SeCoP (Service 

Communication Proxy) associated with the NF 

Producer.

A Set of Policies are provisioned in the SeCoP which 

allow the SeCoP to recognise an incoming Service 

Request from a NF Consumer and determine whether 

to allow the request and set of services that can be 

allowed for the requesting NF. 

Fig.:  UP GW Function SEPP (Secure Edge Protection Proxy) for the inter -

PLMN N9 Interface
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Cloud Native 
Thus, if VNFs follow the aforementioned 12-Factor Code Development and Integration Methodology, they can operate as 
Cloud Native Network Functions (CNFs).

In addition to the 12 Factors, three (3) more have risen 

in the Cloud Community which are listed in Table 3.
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4.1.5 Cloud Native vs Cloudified Network Functions 

It becomes apparent that VNFs implementing NFs such as: 

- Firewalling, 

- IP Address assignment or 

- Switching & Routing 

might NOT be able to comply entirely with the 12-Factor Paradigm. 

For instance, aiming at implementing a 3GPP SA2 Service Communication Proxy 

(SCP) as a CNF, a Component performing Proxy-like Routing tasks can be 

certainly de-composed into Micro Services based on their Workload type (e.g. 

Long-running Tasks versus Short Logical Operation to determine an outcome); 

However, by decomposing a NF into Microservices the newly created CNFs 

need to be addressable among each other based on Stateless protocols like 

HTTP. 

The result is a typical “Chicken and the Egg” Problem!?!??!?! 
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In addition to the 12 Factors, three (3) more 

have risen in the Cloud Community which are 

listed in Table 3.

4.1.5 Cloud Native vs Cloudified Network Functions

The result is a typical “Chicken and the Egg” Problem, as the CNFs were supposed to 
implement Service Routing, but relies on a Service Routing among them. 

Other factors such as:

- Port Binding and 
- Dev/Prod Parity 

simply Do Not Apply to Functions that sit below 
the Transport Layer where Ports are exposed. 

Furthermore, for Networking related Tasks (Routing, Firewalling, etc.) Packets from 
senders such as the UE that are supposed to be handled must be encapsulated in a 
Stateless Protocol to reach the next Microservice that forms the Networking 
Application. 

Thus, not all VNFs can be ported to CNFs to 

enable an economy at scale.
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Cloud Native vs Cloudified Network Functions

Furthermore, for Networking related Tasks (Routing, Firewalling, etc.) Packets 
from senders such as the UE that are supposed to be handled must be 
encapsulated in a Stateless Protocol to reach the next Microservice that forms 
the Networking Application. 

Thus, not all VNFs can be ported to CNFs to enable an economy at scale.

However, even though not all 12 Factors can be fulfilled for some VNF types, 
VNFs can be Cloudified aiming at a high adoption of the Cloud Native factors 
without the notion of de-composing a VNF into Microservices (CNFs) that form
the Application. 

Thus, (it is argued) for the introduction of the term 

"Cloudified VNF (cVNF)" indicating the adoption of 

the Cloud Native factors 1-5, 10 & 11.
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Annex E (informative):

Communication models for NF/NF services interaction

E.1 General

This annex provides a high level description of the different communication models that NF and NF Services 

can use to interact which each other. 

Table E.1-1 summarizes the communication models, their usage and how they relate to the usage of an SCP.

Communication between 

Consumer and Producer

Service Discovery and Request Routing Communication 

Model

Direct communication No NRF or SCP; direct routing A

Discovery using NRF services; no SCP; direct routing B

Indirect communication Discovery using NRF services; selection for specific 

instance from the Set can be delegated to SCP. Routing via 

SCP

C

Discovery and associated selection delegated to an SCP 

using discovery and selection parameters in service 

request; routing via SCP

D

Table E.1-1: Communication models for NF/NF services interaction summary
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Model A - Direct communication without NRF interaction: Neither NRF nor SCP are used. Consumers are configured with producers' "NF profiles" and directly communicate with a 

producer of their choice.

Model B - Direct communication with NRF interaction: Consumers do discovery by querying the NRF. Based on the discovery result, the consumer does the selection. The 

consumer sends the request to the selected producer.

Model C - Indirect communication without delegated discovery: Consumers do discovery by querying the NRF. Based on discovery result, the consumer does the selection of an NF 

Set or a specific NF instance of NF set. The consumer sends the request to the SCP containing the address of the selected service producer pointing to a NF service instance or a set of 

NF service instances. In the latter case, the SCP selects an NF Service instance. If possible, the SCP interacts with NRF to get selection parameters such as location, capacity, etc. The 

SCP routes the request to the selected NF service producer instance.

Model D - Indirect communication with delegated discovery: Consumers do not do any discovery or selection. The consumer adds any necessary discovery and selection parameters 

required to find a suitable producer to the service request. The SCP uses the request address and the discovery and selection parameters in the request message to route the request to a 

suitable producer instance. The SCP can perform discovery with an NRF and obtain a discovery result.

Figure E.1-1 depicts the different communication models.
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Figure E.1-1: Communication models for NF/NF services interaction
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G.2 An SCP based on Service Mesh
G.2.1 Introduction
This clause describes an SCP deployment based on a distributed model in which SCP endpoints are co-located with 5GC 
functionality (e.g. an NF, an NF Service, a subset thereof such as a microservice implementing part of an NF/NF service or a 
superset thereof such as a group of NFs, NF Services or microservices). This example makes no assumptions as to the internal 
composition of each 5GC functionality (e.g. whether they are internally composed of multiple elements or whether such internal 
elements communicate with means other than the service mesh depicted in this example).
In this deployment example, Service Agent(s) implementing necessary peripheral tasks (e.g. an SCP endpoint) are co-located 
with 5GC functionality, as depicted in Figure G.2.1-1. 

In this example, Service Agents and 5GC Functionality, although co-located, are separate components.

Fig. G.2.1-1: Deployment unit: 5GC Functionality & co-located Service Agent(s) implementing peripheral tasks
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Fig. G.2.1-1: Deployment unit: 5GC Functionality & co-located Service Agent(s) implementing peripheral tasks

In this deployment example, an SCP Service Agent, i.e. a Service Communication 

Proxy, is co-located in the same deployment unit with 5GC Functionality and provides each 

deployed unit (e.g. a Container-based VNFC) with indirect communication and delegated discovery.
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Figure G.2.1-2 shows an overview of this deployment scenario. For SBI-based interactions with other 5GC functionalities, a consumer (5GC 

functionality A) communicates through its Service Agent via SBI. Its Service Agent selects a target producer based on the request and routes 

the request to the producer's (5GC functionality B) Service Agent. What routing and selection policies a Service Agent applies for a given 

request is determined by routing and selection policies pushed by the service mesh controller. Information required by the service mesh 

controller is pushed by the Service Agents to the service mesh controller.

In this deployment, the SCP manages registration and discovery for communication within the service mesh and it interacts with an external 

NRF for service exposure and communication across service mesh boundaries. Operator-defined policies are additionally employed to generate 

the routing and selection policies to be used by the Service Agents.

This example depicts only SBI-based communication via a service mesh, but it does not preclude the simultaneous use of the service mesh for 

protocols other than SBI supported by the service mesh or that the depicted 5GC functionality additionally communicates via other means.

SCP

Legend:

Deployment unitDeployment unit

5GC 

functionality A

Service 

Agent

Service 

Agent

Service Mesh 

controller

5GC 

functionality B

NRF

SBI SBI

Service Mesh 

components

Non-SCP 5GC 

functionality

Operator 

policies

Internal service 

registration/discovery

Nnrf

 
Figure G.2.1-2: SCP Service mesh co-location with 5GC functionality
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From a 3GPP perspective, in this deployment example a deployment unit thus contains NF Functionality and SCP 
Functionality. 
Figure G.2.1-3 depicts the boundary between both 3GPP entities. In the depicted example, two (2) NF Services part of 
the same NF and each exposing an SBI Interface are deployed each in a Container-based VNFC. 
A co-located Service Agent provides each NF Service with indirect communication and delegated discovery.

NF SCP

Container-based VNFC

NF Service B
Service 

Agent

SBI

Container-based VNFC

NF Service A
Service 

Agent

SBI

......

 

Figure G.2.1-3: Detail of the NF-SCP boundary



1. 3GPP 5G System Architecture SCP based on Service Mesh

68

G.2.2 Communication across service mesh boundaries

It is a deployment where a single service mesh covers all functionality within a given deployment or not. In cases of communication across 

the boundaries of a service mesh, the service mesh routing the outbound message knows neither whether the selected producer is in a 

service mesh nor the internal topology of the potential service mesh where the producer resides.

In such a deployment, as shown in Figure G.2.2.-1, after producer selection is performed, routing policies on the outgoing service mesh 

are only aware of the next hop.

Given a request sent by A, A's Service Agent will perform producer selection based on the received request. If the selected producer 

endpoint (e.g. D) is determined to be outside of Service Mesh 1, A's Service Agent routes the request to the Egress Proxy. For a

successful routing, the Egress Proxy needs to be able to determine the next hop of the request. In this case, this is the Ingress Proxy of 

Service Mesh 2. The Ingress Proxy of Service Mesh 2 is, based on the information in the received request and its routing policies, able to 

determine the route for the request. Subsequently, D receives the request. No topology information needs to be exchanged between

Service Mesh 1 and Service Mesh 2 besides a general routing rule towards Service Mesh 2 (e.g. a FQDN prefix) and an Ingress Proxy 

destination for requests targeting endpoints in Service Mesh 2.

Service Mesh 2Service Mesh 1

A

SCP

A‘s Service Agent

B B‘s Service Agent

C C‘s Service Agent

D‘s Service Agent

E‘s Service Agent

F‘s Service Agent

Egress 

Proxy

Ingress 

Proxy

D

E

F

 

Figure G.2.2-1: Message routing across service mesh boundaries
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G.3 An SCP based on independent deployment units

This clause shows an overview of SCP deployment based on the 5GC functionality and SCP being deployed in 
independent deployment units.
The SCP deployment unit can internally make use of microservices, however these microservices are up to vendors 
implementation and can be for example SCP agents and SCP controller as used in this example. The SCP agents 
implement the http intermediaries between service consumers and service producers. The SCP agents are controlled by 
the SCP controller. Communication between SCP controller and SCP agents is via SCP internal interface (4) and up to 
vendors implementation.

Deployment unit for 5GC 
functionality

Deployment unit for SCP 
functionality

5GC functionality

5GC functionality

5GC functionality

SCP functionality

SCP functionality

5GC functionlity 1 e.g.
Nudm_UEContextManagement service

5GC functionlity 2 e.g.
Nudm_SubscriberDataManagement service

SCP functionality 1 e.g. 
Controller (vendor specific)

SCP functionality 2 e.g. 
Agents for ingress, LB,... (vendor specific)

   

 
Figure G.3-1: Independent deployment units for SCP and 5GC functionality
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G.3 An SCP based on Independent Deployment Units

In this model it is a deployment choice to Co-locate SCP and other 5GC Functions or not. 

The SCP Interfaces (1), (2) and (3) are Service - based Interfaces (SBIs). 

SCP itself is not a Service Producer itself, however acting as 
http Proxy it registers Services on behave of the Producers in NRF. 

Interface (2) represents same Services as (1) however using 
SCP Proxy addresses. 

Interface (3) is interfacing NRF e.g. for Service registration 
on behalf of the 5GC Functions or Service Discovery.

 
Fig.  G.3-2: 5GC Functionality and SCP Co-location choices
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SCP based on Independent Deployment Units

For SBI-based Interactions (SBI) with other 5GC Functions, a Consumer communicates through a SCP Agent via SBI (1).

SCP Agent selects a target based on the Request and routes 
the Request to the target SCP Agent (2). 

What Routing and Selection Policies each SCP Agent 
applies for a given request is determined by Routing and Selection
Policies determined by the SCP Controller using for example
information provided via NRF (3) or 
locally configured in the SCP Controller. 

The Routing and Selection Information is provided by 
the SCP Controller to the SCP Agents via SCP Internal Interface (4).

Direct communication can co-exist in the same deployment 
based on 3GPP specified mechanisms.

 
Figure G.3-3: Overview of SCP deployment
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G.4 An SCP deployment example based on Name-based Routing
G.4.0 General Information

SCP based on a Name-based Routing Mechanism that provides 
IP over ICN Capabilities such as those described in Xylomenos, George, et al.: "IP over ICN goes live", 2018 European 
Conference on Networks & Communications (EuCNC). IEEE, 2018.

SCP offering based on an SBA-platform to interconnect 5GC Services (or a subset of the 

respective services). 

The Name-based Routing mechanism, described in this
deployment example, is realized through a 

Path Computation Element which is the Core part of the SCP.

The 5GC Services are running as Microservices on Cloud/
deployment Units (Clusters). 

A Service Router is the Communication Node (Access Node/GW) 
between the SCP and the 5GC Services and resides as a single unit 
within a Service Deployment Cluster. 

SCP

Service Deployment Cluster

Service Router

5GC
Functionality A

5GC
Functionality B

SBI

SBI
SBI

 
Fig.  G.4-1: Deployment unit: 5GC Functionality and Co-located Service Agent(s) 

implementing peripheral tasks
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G.4 An SCP based on Name-based Routing
G.4.0 General Information

The Service Router acts as Communication Proxy and it is responsible 
for mapping IP based messages onto ICN publication and subscriptions. 
The Service Router serves multiple 5GC Service Endpoints within 
that Cluster. For direct communication the 
Service Router is not used.

5GC Functionalities communicate with the Service Router using
standardized 3GPP SBIs.

The Functionalities within the Service Deployment Cluster are 
Containerized Service Functions.
Depicted in Figure G.4-1, the Service Router act as SCP termination 
point and offer the SBI to the respective 5GC Service Functionalities. 

Service Routers & 5GC Functionality, although co-located, 
are separate components within the Service Deployment Cluster. 

Multiple Functionalities can exist within the Service Deployment Cluster, all served by the respective 
Service Router when needed to communicate to other Service Functionalities within different clusters.

SCP

Service Deployment Cluster

Service Router

5GC
Functionality A

5GC
Functionality B

SBI

SBI
SBI

 
Fig.  G.4-1: Deployment unit: 5GC Functionality and Co-located Service Agent(s) 

implementing peripheral tasks
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G.4 An SCP based on Name-based Routing
G.4.0 General Information

In Figure G.4-1, the two (2) depicted 5GC Service Functionalities (A & B)
(realized as Network Function Service Instances) may communicate 
in two (2) ways. 

However, before the communication can be established between 
two 5GC Functionalities, Service Registration and Service Discovery 
need to take place, as described in Figure G.4.1-1. 

Service Registration and Service Discovery are provided 
in a standardized manner using 3GPP Service Based Interfaces (SBIs).

SCP

Service Deployment Cluster

Service Router

5GC
Functionality A

5GC
Functionality B

SBI

SBI
SBI

 
Fig.  G.4-1: Deployment unit: 5GC Functionality and Co-located Service 

Agent(s) implementing peripheral tasks
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Fig. G.4.1-1: Registering 5GC Functionalities in the SCP
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G.4 An SCP based on Name-based Routing

G.4.1 Service Registration and Service Discovery

Service Registration can be done in several ways. 

One option is that ready 5GC Service Functions may register themselves with their 
Service profile via the Nnrf Interface. 

The Registration request is forwarded to the Internal Registry as well as forwarded to the Operator's NRF. 

The internal registration is used to store the address to identifier relationship and the Service Deployment Cluster location.

The external registration (NRF) is used to expose the Service Functionality to Services outside the depicted SCP.

Service discovery entails Function A requesting a resolvable identifier for Functionality B. 

SCP

Service Deployment Cluster

Service Router

5GC
Functionality A

5GC
Functionality B

SBI

SBI
SBI

Nnrf

Discovery Registration

NRF
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Fig. G.4.1-1: Registering 5GC Functionalities in the SCP
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G.4 An SCP based on Name-based Routing

G.4.2 Overview of Deployment Scenario

Figure G.4.2-1 shows an overview of this deployment scenario. 

For SBI-based interactions with other 5GC Functionalities, 

a Consumer entity (e.g. 5GC Functionality B in the Cluster on 

the left side) communicates through the Cluster's Service Router 

with other entities in other Clusters (e.g. 5GC Functionality D 

in the Cluster on the right side). 

The target selection is performed through the platform's Discovery Service. 

From the Client's perspective, the Service Router is the 1st and only contact point to the SCP. 

The Platform resolves the requested Service identifier and aligns the results with the Platform's Policies. 

The Path Computation Element calculates a path between the Consumer and the Producer (e.g. the shortest path between the 

nodes).
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Figure G.4.2-1: (NbR-) SCP interconnects Multiple Deployment Clusters with external 

NRF
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Data Coverage: Left: Cellular Network.                                                           Right: Cell-Free Massive MIMO Network. 

SE achieved by UEs at different locations in an Area covered by nine (9) APs that are deployed on a regular grid. 
Note that 8 bit/s/Hz was selected as the maximal SE, which corresponds to uncoded 256-QAM.
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