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1. Cloud & Communications Systems' (current) Challenges & Issues 

Todayôs Cloud and Communications Systems are NOT CAPABLE of 

- Capturing, 

- Transmitting, 

- Storing, and 

- Analysing 

the Petabytes of Data generated by the soon-to-be trillions of Sensors operating 24/7. 

They are also NOT PREPARED to deliver the Compute needed for Real-Time AI/ML Inferencing required to drive such 

demands that we anticipate will come from our

- FoF (Factory of the Future)

- VR/XR/MR (Virtual, Extended, Mixed Reality  and Extended Reality) with Haptic Interactions, 

- (V2X) Connected Vehicles, 

- Assisted living, or 

- Merging of Physical & Digital worlds with 5G & B5G 

Ref.: 5GA, DCC, Nov., 2022: 4
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The Cloud is "Changing"

1st - Applications want to be deployed anywhere & change deployment anytime. 

The focus moves from  "sharing resources to Composing Dynamic Capabilities, 

even after Deployment.

Applications will be Delay- and Latency sensitive, on varying Time-scales 

with different Hard - & Soft boundaries.

Communication, Compute, and Storage must be considered as an Integrated Set of Changeable Configurationsthat 

provide the required service to an application.

2nd -ñCenter of Gravity is moving toward the Devices ("Edge"), & interactions in a Cyber-Physical World best 

suited for these tasks and configure any required communication between all end pointsin important areas such as 

- IoT,

- Industry 4.0, 

- Private 5G, or 

- Retail and Public Services.
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Management of Resources and Workloads: 

Most Orchestration Frameworks today use a Centralized Approach (where) 

One (1) Entity has knowledge of all the Resources in the System and Plan how the 

Workloads will be mapped. 

With the start of Docker & containers, the Kubernetes Project was started to 
provide a lightweight & scalable Orchestration solution. 

Most existing Compute Systems today, including Edge Computing Systems, rely on 
static provisioning. 

Thus, the SW & the Services needed to perform the Compute are already residing 
at the Edge Server prior to an Edge node requests a Service & the pool of HW 
resources is also known a priori to Kubernetes. 

This architecture works well for Cloud & the MEC where a Centralized 
Orchestration is used.

Since the Resources of the Pervasive Edge are independently owned, the 

Orchestration Frameworks need to be extended to handle Dynamic and Multi-

Tenant Resourcesin a secure manner.  
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Management of Resources and Workloads: 

it is important for the Orchestration Architecture to be able to support 
Dynamic Discovery & Use of (HW) Resources distributed in the edge.

Kubernetes and Docker are both centralized Architectures, which need 
messages exchange and synchronization before a new Service can be 
configured on a server. 

Hence, new approaches have to be investigated to discover and deploy 
new (HW) Resources in Real-Time within the Multi-site & Multi-Edge 
Infrastructure of 5G & B5G Systems.

Content Sharing and Resource/Service Orchestration in 5G & B5G 

New innovations in terms of Data Movement & the Orchestration of Resource 

and 

Compute Services will be required. 

a few new exemplary approaches on Network - & Application - Layers are 

detailed such as éééé..
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2. ETSI MEC design & implementation example

3GPP EAS and ETSI MEC A pplication Profile Provisioning

The MEC Application can start "producing" or "consuming" 

MEC Services after the MEC Application is instantiated &

running. 

The Application Information (AppInfo), which can be 

regarded as the MEC Application Profile, represents the 

information provided by the MEC application instance as part 

of the "Application Registration request" message. 

Some fields in AppInfo are intentionally not duplicating the 

EAS profile (if present) with conflicting parameters but should 

be consistent with them. 

It can be seen that unlike AppD, which is 

mainly used in the Management Plane for 

instantiating an Application, and is static in 

nature, AppInfo carries the runtime information about the 

MEC application instance.

In 3GPP EDGEAPP, the EAS profile is provided in the EAS 

registration request. Ref.: 3GPP, Rel. 18 (5G Adv), Nov., 2022


