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[Releaseb] Integrated Edge Cloud Overall Introduction

Integrated Edge Cloud for Small Size Networked Cluster

New networking

New management

Cloud native architecture
Cost-effective

Green and scalable
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Design

In R6, we introduce an innovative networking
architecture based on PCle data fabric to lower
both the cost (CAPEX) and power consumption
(OPEX) in small clusters for edge cloud computing.
Based-on innovative data processor (DPU and XPU),
the next-generation networking features with:

New networking architecture to lower the TCO
of edge infrastructure

TCP/IP compatible and cloud native for
develops and developers

Green to protect the environment for lasting
development

Scalable and composable to meet the
dynamical workload

Goal: An innovative architecture for small-size edge cloud using data processor



Vision: Merging SoB and Clusters into CoB

System-on-Board Cloud Clusters

By the advantage of PCle networking, we
can unified the system-on-board (SoB)
connection and the cloud cluster topologies
into one single and simple architecture,
which we named as Cloud-on-Board (CoB)
Architecture.

* Less moving parts, playable

* Low power consumption

* Low cost
* High bandwidth

PCle g * High performance

Goal: An innovative architecture for small-size edge cloud using data processor

Cloud-on-Board
Cloud Native Server
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Paradigm Shift: Intra-core to inter-pod communication
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East-west Traffic between Servers
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Goal: An innovative architecture for small-size edge cloud using data processor



Technology: Extending PCle Transport to PCle Net

Architecture Advantage: Less is More
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Extending PCle Transport

https://www.nextplatform.com/2019/10/02/a-new-twist-on-pci-express-switching-for-the-datacenter/
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Extending PCle Transport to Net

* NTB based, universal

* No additional adapters needed
e Rich roadmap to PCle 7.0

e Extendable with CXL/UCle

Goal: An innovative architecture for small-size edge cloud using data processor



Architecture: PCle-fabric based Cloud Native System

Datacenter - Moblle
Clouds Edge Clouds

Application Services Layer:
Containers, Virtual Machines, and Bare Metal

Isolation and Encryption VNF's and Container Re-Use

QoS and Performance Scaling 'ﬁ-‘m‘!

Packet Processing Services

Unified Management

Since DPU is PCle-compatible device,
we can further combine DPU and PCle
Networking together. In R6, we
introduce a hardware layer or physical
link/fabric layer between the DPU and
the CPUs as below. With this layer, we
extend the DPU cluster size and also
use the DPU management features as
well.



NUPA: Unified Networking Protocol Architecture

Pod Pod Pod Pod

NUPA - NUPA Device

Unified Memory Access and Routing

RAM PCle Ethernet




Roadmap: from PCle to UCle
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Roadmap and Ecosystem

PCI Spec Data Maximum Server Slot
1 Specification Released Rate Encoding Frequency Bandwidth Type
chiplet scale rackscale PCI 1992 106 Gb/sec  32b/34b 33 MHz 133 MB/sec  32-bit Simplex
% / // XPU PCle Net / W | PCI20 1993  426Gb/sec  64b/66b 66 MHz | 533MB/sec = 64-bit Simplex |
/ large-scale | PCI-X 1999  85Gb/sec  64b/66b B3MHz  106GB/sec 64-bit Simplex |
PCle over Fiber PCI-X 2.0 2002 17Gb/sec  64b/66b 266MHz  213GB/sec  64-bit Simplex
PCI-Express 1X 2003 2.5 Gb/sec 8b/10b 25GT/sec 8 GB/sec x16 Duplex
CXL PCI-Express 2X 2007  5Gb/sec 8b/10b 5GT/sec | 16GB/sec = x16 Duplex
. PCI-Express3X 2010 8 Gb/sec 128b/130b 8GT/sec = 32GB/sec = x16 Duplex
. | PClEspress40 | 200 | 16Gbisec | DS0b | 16GTacc | 64GBlacc | i Duplex
o link scale PCI-Express 5.0 2019  32Gb/sec 128b/130b 32GT/sec  128GB/sec  x16 Duplex
Tem 10cm 10m 10km EER PCI-Express 6.0 2021  64Gb/sec =~ PAM-4, FLIT  64GT/sec = 256 GB/sec = xI16 Duplex

PCI-Express 7.0 2023 128 Gb/sec PAM-16, FLIT 128 GI/sec 512 GB/sec xI6 Duplex

o ‘ —— - — | PCI-Express80 2025 777 777 256 GT/sec  1TB/sec  xI6 Duplex
i s i PCI-Express 9.0 2027 227 722 512 GT/sec  2TB/sec. | 416 Dies

arm & PCI-Express 10.0 2029 777 777 ITT/sec 4 TB/sec  xI6 Duplex
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Comparison: Ethernet, InfiniBand and Aquila

Contributor Mellanox Google Socnoc

Application Everywhere HPC HPC and Datacenter Edge and Datacenter
Adapter NIC HCA TiN Not needed

Protocol TCP/IP TCP/IP, RDMA TCP/IP, RMA TCP/IP, UMA

Cost ($) per 1Gbps 30-50 50-100 20~307 3-5

TDP(watts) per 1Gbps 0.3-2 0.5-3 ? 0.05-0.1



[Release6] Demo Application

* Based on this architecture, the following three use cases are implemented:

e Use casel: High-density Edge Server/Cluster/Brick
 Use case2: Edge Database All-in-One

* Use case3: Edge Android Brick

* Next

* Use case4: Tri-socket Cloud Server, High-performance cluster



[1] High Density Edge Cluster/Brick

* % Standard 2U space formfactor

e 150 Watts per brick

e 16 Gbps interconnection

e 10-20 Gbps configurable outbound connection
* 168 cores @1.0GHZ A53

e Al card supported




[1] Docker Swarm PaaS with GUI

porfc:iner.io = Endpoints & @ Portainer support @ admin
Endpoint management /& my account @ log out
Home
¥ Endpoints
Users Q Search
EUEEETE [J Namel2 Type URL Group Actions
Croups
[ 19216811 @& Docker 192.168.1.1:2375 socnocal-guest &% Manage access
T
= [ 192168116 & Docker 192.168.1.16:2375 socnocal-guest & Manage access
SELEIE (] 192168117 @& Docker 192.168.117:2375 socnocal-guest :& Manage access
SRR [J 1921681.24 & Docker 192.168.1.24:2375 socnocal-guest &% Manage access
[ 192168.1.25 @& Docker 192.168.1.25:2375 socnocal-guest &% Manage access
[] 19216818 & Docker 192.168.1.8:2375 socnocal-guest & Manage access
[ 1921681.32 & Docker 192.168.1.32:2375 socnocal-guest & Manage access

Items per page 10 v

With MAC-in-MAC over PCle, we can extend the VP/FP to 1000+ per node



[2] Edge Databrick: PolarDB and TiDB supported

$HOME/tmp_basedir_polardb_pg_1100_bld/bin/psql
-p 5432 -h 127.0.0.1 -c 'select version();'

version

PostgreSQL 11.9 (POLARDB 11.9)

1 row)

Data source

CPU

CPUs each node/chasis

RAM

DISK

NIC

Nodes/Chasis

threads
oltp_point_select
oltp_update_index
oltp_insert
oltp_read_write (TPS)
oltp_read_write (QPS)
oltp_read_only (TPS)

oltp_read_only (QPS)

Huawei Taishan 200
2-1e N ERMS- PR . paf

Kunpeng920-5250
(48 cores @ 2.6Ghz)

4

100GE

1,621,668
141,331
171,412

25,733

X86 Server

Xeon® E5-2630 v4
(20 vcores @ 2.2Ghz)

2
128GB

Intel Optane SSD
P4800X 375G * 1

10Gb Ethernet

3

3*128
208,190

20,447

6,684

106,947

FT2000+
(64 cores @ 2.2GHz2)

1
128GB

Intel SSD SATA 3
S4510 960G * 8

10Gb Ethernet

4

4*120
91,850
1,890
2,095
645
13,089
1,203

19,242

QE100-testbed
Testbed

QE100
(24 cores @ 1.0Ghz)

32
32GB

Samsung SSD NVMe
PM961 500G * 1

10Gb DDT

1

32 *60
244,001
38,003
7,554
2,510
50,205
7,109

113,751



[3] Edge Android Cloud Brick

Linux Host

(Ubuntu 16)

max 8 instances
(24 cores @ 32G RAM)
32*8=256
android instances

Android - BOX
androidimg rootfs  data cache device  logs
Ceph / NFS exté tmpfs
BaroMotal NVMe

‘ FoilPlanet

Storage

System Storage

Internal Storage

cPU

Architecture
CPU Model

Type

CPU Cores

CPU Clock Range

Core Information

Display
Renderer
Vender

GPU Version
Vulkan

Refresh Rate

Avg. score:0 & Benchmark Results (V8.3.0)

€ Benchmark Results (V8.3.0)

FoilPlanet 6887
jiES281

Total:32165MiB
Available:28242MiB

Defeated 3% of use

Total:916.65GiB Data Security 2469
Available:407.47GiB
Total:458.32GiB 1o Data Processing 2182
Available:0.00GiB v
Image Processing 344
User Experience 1892

24 x ARM Cortex-A53

@ 3 1 462 | Benchmark Monitor

goldfish
64-bit 0
10 2 X
@ 74932 50"
MORE

| Hardware Details

6887

20.4 inches
| Benchmark Monitor
Google SwiftShader (] 1000man
Google Inc | InDepth Tests

OpenGLES 2.0 Stress Test Battery Test FE

L4 . ‘Stabilty test ar level t 3oBMNE
Not Supported 80! g0**

60Hz T S ' P = 5

Increase bandwidth by x10

Reduce network cost by 80%



[4] High Performance Cloud-on-Board Server

* Standard 2U formfactor
* 600 Watts per server

* 32 Gbps interconnection
* 200+ cores @3.0GHZ

e Al card supported




[Release6] Documentations

https://wiki.akraino.org/display/AK/Release+6+Documentation+for+IEC+Type+5%3A+Composable+Integrated+Edge+Clou
d+%28IEC%29+Server+Blueprint+Family
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IEC Type 2 Release 5 Documentation A
A /... / IEC Type 5: SmartNIC for Integrated Edge Cloud (IEC) Blueprint Family &

v

IEC Type 3: Android cloud native applications on Arm servers in edge for Int

IEC Type 4 AR/VR oriented Edge Stack forIntegrated Edge Cloud (IEC) Bl Release 6 Documentation for IEC Type 5: Composable Integrated Edge Cloud (IEC) Server Blueprint Family
IEC Type 5: SmartNIC for Integrated Edge Cloud (IEC) Blueprint Family # jin pengBli2, BEIELTFRA 17, 2022

v

<

* Blogs of IEC Type 5: SmartNIC for Integrated Edge Cloud (IEC) Blueprint F¢ The folder for IEC Type 5 SmartNIC Release 5 Documents:

* Landing Application of [EC Type 5: SmartNIC for Integrated Edge Cloud (It « IEC Type 5 SmartNIC R6 APl Document

IEC Type 5 SmartNIC R6 Architecture Document
IEC Type 5 SmartNIC R6 Datasheet

IEC Type 5 SmartNIC R6 Installation Document
IEC Type 5 SmartNIC R6 Release Notes

IEC Type 5 SmartNIC R6 Test Document

Maturity Review Certification of SmartNIC

Meetings of IEC Type 5: SmartNIC for Integrated Edge Cloud (IEC) Blueprii

v

Release 3 Documentation for IEC Type 5: SmartNIC for Integrated Edge Cl

v

Release 4 Documentation for IEC Type 5: SmartNIC for Integrated Edge Cl
b E AAE—ERE

v
ol

Release 5 Documentation for IEC Type 5: SmartNIC for Integrated Edge Cl

v Release 6 Documentation for IEC Type 5: Composable Integrated Edg
Q@ some
* R6 APl Document of IEC Type 5: Composable Integrated Edge Cloud (IE
* RG6 Architecture Document of IEC Type 5: Composable Integrated Edge |
* R6 Datasheet Document of IEC Type 5: Composable Integrated Edge Cli
* R6 Installation Document of IEC Type 5: Composable Integrated Edge C
* R6 Release Notes of IEC Type 5: Composable Integrated Edge Cloud (IE¢

* R6 Test Document of IEC Type 5: Composable Integrated Edge Cloud (It

SmartNIC Gerrit and Source Code



[Releaseb] Release Status

15 | IEC Type 3: Android cloud native No Incubation https://nexus.akraino.org/content/sites/logs/ysemi/jo | https://wiki.akraino.org/download/attachm | API form uploaded by Davy Zhang https://nexus.akraino.or [ 2022-5-17 Approved
applications on Arm servers in b/v1/upload/iec-tox-verify-master_317/ ents/24084647/IEC%20Release3- [ 2022-4-28 , scheduled for g/content/sites/logs/yse Ivnis results: Accented
edge for Integrated Edge Cloud IEC%20Type3-datasheet.docx? review at APl subcommittee meeting | mi/job/v1/validation_res y ' P
(IEC) Blueprint Family version=5&modificationDate=1591272863 [ 2022-4-29 ults_v4/ vuls results:
@hanyuding @ Rajeev Gadgil 0008api=v2 Approved by APl subcommittee at £ 2022-5-12 CVE-2017-12194: failed in scan; Fix is partially
@Davy Zhang weekly meeting (5] 2022-4-29 httpsy/nexus.akraino.or available for “spice” package according to.the
. Ubuntu CVE database. Please update and list the
g/content/sites/logs/yse )  the "spice” pack th "
mifobyvi validation res versions of the "spice” packages on the exception
ults v5/ request page.
2022-5-13
8 CVE-2019-19948: failed in scan: Fix is available
https://nexus.akraino.or = according to the Ubuntu CVE database.
g/content/sites/logs/yse
ml/sjc:/t;//vgvazl(l)dzztlgn{;es CVE-2019-19949: failed in scan: Fix is available
- according to the Ubuntu CVE database.
kube-hunter results: Accepted
16 | IEC Type 5: SmartNIC for No Incubation https://dev.socnoc.cn/#/home SOCNOC Release 6 One pag - Akraino - No API changes expected from R5, socnoc - Akraino -
Integrated Edge Cloud (IEC) Akraino Confluence per Leo Li in TSC meeting Akraino Confluence
Blueprint Family () 2022-4-7 . Waiting for e-mail
oleoli OIS from Leo to confirm this
Leo confirmed by mail
() 2022-5-11
17 | Enterprise Applications on No Incubation https://nexus.akraino.org/content/sites/logs/huawei/j | EALTEDGE Release 6 Datasheet No API changes from RS, per e-mail | https://nexus.akraino.or | [ 2022-5-16 Approved
i i | | -aio-| i
Lightweight 5G Telco Edge ob/Ealtedge-aio-log/15/ from Khemendra Kumar g/cc?n.tent/snes/logs/hu lynis results: Accepted
©Gaurav Agrawal () 2022-4-28 awei/job/Ealt-edge-
. security-test/26/results/  vuls results: Accepted
Info for EALTEdge APIs:

https://wiki.akraino.org/pages/viewp
age.action?pageld=53478299

kube-hunter results:

pod:KHV043 - Cluster Health Disclosure
Disable --enable-debugging-handlers kubelet flag.



Thank You!
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