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Goal: An innovative architecture for small-size edge cloud using data processor

In R6, we introduce an innovative networking
architecture based on PCIe data fabric to lower
both the cost (CAPEX) and power consumption
(OPEX) in small clusters for edge cloud computing.
Based-on innovative data processor (DPU and XPU),
the next-generation networking features with:
l New networking architecture to lower the TCO

of edge infrastructure
l TCP/IP compatible and cloud native for

develops and developers
l Green to protect the environment for lasting

development
l Scalable and composable to meet the

dynamical workload



Goal: An innovative architecture for small-size edge cloud using data processor

By the advantage of PCIe networking, we
can unified the system-on-board (SoB)
connection and the cloud cluster topologies
into one single and simple architecture,
which we named as Cloud-on-Board (CoB)
Architecture.
• Less moving parts, playable
• Low power consumption
• Low cost
• High bandwidth
• High performance
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Goal: An innovative architecture for small-size edge cloud using data processor

Extending PCIe Transport to Net
• NTB based, universal
• No additional adapters needed
• Rich roadmap to PCIe 7.0
• Extendable with CXL/UCIe



Since DPU is PCIe-compatible device,
we can further combine DPU and PCIe
Networking together. In R6, we
introduce a hardware layer or physical
link/fabric layer between the DPU and
the CPUs as below. With this layer, we
extend the DPU cluster size and also
use the DPU management features as
well.







Ethernet InfiniBand GNet PCIe Net

Contributor - Mellanox Google Socnoc

Application Everywhere HPC HPC and Datacenter Edge and Datacenter

Adapter NIC HCA TiN Not needed

Protocol TCP/IP TCP/IP, RDMA TCP/IP, RMA TCP/IP, UMA

Cost ($) per 1Gbps 30-50 50-100 20~30? 3-5

TDP(watts) per 1Gbps 0.3-2 0.5-3 ? 0.05 – 0.1



• Based on this architecture, the following three use cases are implemented: 

• Use case1: High-density Edge Server/Cluster/Brick

• Use case2: Edge Database All-in-One

• Use case3: Edge Android Brick

• Next

• Use case4: Tri-socket Cloud Server, High-performance cluster



• ¼ Standard 2U space formfactor

• 150 Watts per brick

• 16 Gbps interconnection

• 10-20 Gbps configurable outbound connection

• 168 cores @1.0GHZ A53

• AI card supported



With MAC-in-MAC over PCIe, we can extend the VP/FP to 1000+ per node





Increase bandwidth by x10

Reduce network cost by 80%



• Standard 2U formfactor

• 600 Watts per server

• 32 Gbps interconnection

• 200+ cores @3.0GHZ

• AI card supported



https://wiki.akraino.org/display/AK/Release+6+Documentation+for+IEC+Type+5%3A+Composable+Integrated+Edge+Clou
d+%28IEC%29+Server+Blueprint+Family





Thank You!


