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Data Increase Fast
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Data Flow from Cloud to Deep Edge
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Edge Cluster Scale-in

9/22/22 4

Edge Cluster Spec:

• Less than 200 servers

• Several switches

• Power constrains
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Integrated Edge Cloud (IEC) - Akraino Type 5
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Scale-in Cluster at Edge
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In contrast to centralized data centers, the networking in the compact integrated 
edge cloud needs to be reconsidered, as the networking challenge shifts from solving 
for the scale-out to a massive number of connected servers to enabling the scale-in 
for connecting a small number of servers in an edge location. The time-honored 
methods of increasing the port density in a switch or utilizing the high throughput 
NIC won’t work in a small scale cluster with less than 32 servers. Hence a novel way 
to rebuild the networking architecture for the integrated edge cloud is needed not 
only in terms of cost but also, and even more importantly, due to energy constraints, 
given the expected large number of deployments of the integrated edge cloud sites.

Compact Networking for Small Cluster
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Data Fabric Landscape
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Networking Technologies for Clusters
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PCIe Net and System Bus
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PCIe Fanout Storage System (Elephant)
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Micro server Storage System (Networked Ants) 
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Centralized vs Distributed System
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Deep Thinking on System Architecture
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PCIe Switch for Devices, Ethernet Switch for CPUs/Servers



Architecture Bottleneck
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CPU

PCIe Switch

Ethernet Switch
CPU

NIC NIC

CPU/SoC # PCIe Ports Ethernet Switch Ports Bottleneck

Elephant (HPC server) 2~4 24~36 2~4 Ethernet / CPU

Ants (microserver) 8~24 2-4 8~24 Ethernet Latency



Architecture Innovation?
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Consolidate network and link layer



Solution: Merge PCIe Bus and Ethernet Net

PCIe Net
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New CPU
Arch, multicore

Next-generation System Design

Green
Efficiency

New Bus
networking

Cloud Native Server

>128cores
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Apple Silicon



Networking Technologies for Clusters
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Extending PCIe Transport with Virtual NIC
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PCIe Net Cluster: Continuous Memory Space
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Traditional Storage
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Micro-server Architecture
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• Low cost
• Low power
• Cloud native

• High cost
• High power
• Not cloud native

each CPU "share" the same memory space, however communicating with TCP/IP



Demo: Object Storage MinIO over PCIe Net
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Testbed: Four nodes (16 SSD)
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Power
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PCIe Net + arm CPU 
save lots of energy



Network
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Speed Test
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PCIe Net + arm Ethernet + x86



Carbon Usage Effectiveness (CUE)
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𝐶𝑈𝐸 =
𝐻𝑎𝑟𝑑 𝐷𝑟𝑖𝑣𝑒 𝑇𝐷𝑃 + 𝐵𝑎𝑟𝑒 𝑆𝑦𝑠𝑡𝑒𝑚 𝑇𝐷𝑃 + 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑖𝑛𝑔 𝑇𝐷𝑃

𝐻𝑎𝑟𝑑 𝐷𝑟𝑖𝑣𝑒 𝑇𝐷𝑃

0 10 20 30 40 50 60 70

SSD

CUE

Ethernet + x86 PCIe Net + Arm

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

HDD

CUE

Ethernet + x86 PCIe Net + Arm



9/22/22 28



Thank you！
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