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Licensing

Radio Edge Cloud is Apache 2.0 licensed. The goal of the project is the packaging and installation of upstream Open Source projects. Each of those
upstream projects is separately licensed. For a full list of packages included in REC you can refer to https://logs.akraino.org/production/vex-yul-akraino-
jenkins-prod-1/ta-ci-build-amd64/313/work/results/rpmlists/rpmlist (the 313 in this URL is the Akraino REC/TA build number, see https://logs.akraino.org
/production/vex-yul-akraino-jenkins-prod-1/ta-ci-build-amd64/ for the latest build.) All of the upstream projects that are packaged into the REC/TA build
image are Open Source.

Introduction

This document outlines the steps to deploy Radio Edge Cloud (REC) cluster. It has a minimum of three controller nodes. Optionally it may include worker
nodes if desired. REC was designed from the ground up to be a highly available, flexible, and cost-efficient system for the use and support of Cloud RAN
and 5G networks. The production deployment of Radio Edge Cloud is intended to be done using the Akraino Regional Controller which has been
significantly enhanced during the Akraino Release 1 timeframe, but for evaluation purposes, it is possible to deploy REC without the Regional Controller.
Regardless of whether the Regional Controller is used, the installation process is cluster oriented. The Regional Controller or a human being initiates the
process on the first controller in the cluster, then that controller automatically installs an image onto every other server in the cluster using IPMI and Ironic
(from OpenStack) to perform a zero touch install.

In a Regional Controller based deployment, the Regional Controller API will be used to upload the REC Blueprint YAML (available from the REC repository)
which informs the Regional Controller of where to obtain the REC ISO images, the REC workflows (executable code for creating, modifying and deleting
REC sites) and the REC remote installer component (a container image which will be instantiated by the create workflow and which will then invoke the
REC Deployer (which is located in the ISO DVD disc image file) which conducts the rest of the installation.

The instructions below skip most of this and directly invoke the REC Deployer from the Baseboard Management Controller (BMC), integrated Lights Out
(iLO) or integrated Dell Remote Access Controller iDRAC) of a physical server. The basic workflow of the REC deployer is to copy a base image to the
first controller in the cluster and then read the contents of a configuration file (typically called user_config.yaml) to deploy the base OS and all additional
software to the rest of the nodes in the cluster.

Although the purpose of the Radio Edge Cloud is to run the RAN Intelligent Controller (RIC), the RIC software (which was written from scratch
starting in the spring of 2019) is not quite stable enough yet to incorporate into the REC ISO image. The manual installation procedure
described below does not result in the installation of the RIC. In the REC Continuous Deployment system, as of the Akraino Release 1 and 2
timeframe, a Jenkins job deploys a snapshot of the RIC and runs a small set of tests. These steps may be manually executed and this
procedure is described in the last section of this WIKI document. Fully automated installation of the RIC as part of the REC will not be complete
until sometime in 2020. If you are interested in actually interfacing a REC appliance with eNodeB/gNode B and radio infrastructure you should
really join the Radio Edge Cloud Project Meetings on a weekly basis and let the REC team know of your interest. We will be happy to

coordinate with you and welcome any testing that you can do.
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https://logs.akraino.org/production/vex-yul-akraino-jenkins-prod-1/ta-ci-build-amd64/313/work/results/rpmlists/rpmlist
https://logs.akraino.org/production/vex-yul-akraino-jenkins-prod-1/ta-ci-build-amd64/313/work/results/rpmlists/rpmlist
https://logs.akraino.org/production/vex-yul-akraino-jenkins-prod-1/ta-ci-build-amd64/
https://logs.akraino.org/production/vex-yul-akraino-jenkins-prod-1/ta-ci-build-amd64/
https://gerrit.akraino.org/r/gitweb?p=rec.git;a=blob_plain;f=REC_blueprint.yaml;hb=HEAD
https://gerrit.akraino.org/r/gitweb?p=rec.git;a=tree
https://gerrit.akraino.org/r/gitweb?p=rec.git;a=tree;f=workflows;hb=HEAD
https://gerrit.akraino.org/r/gitweb?p=ta/remote-installer.git;a=tree
https://en.wikipedia.org/wiki/Intelligent_Platform_Management_Interface#Baseboard_management_controller
https://en.wikipedia.org/wiki/HP_Integrated_Lights-Out
https://en.wikipedia.org/wiki/Dell_DRAC
https://wiki.akraino.org/display/AK/Radio+Edge+Cloud+Project+Meetings
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Pre-Installation Requirements for REC Cluster

Hardware Requirements:

REC is a fully integrated stack from the hardware up to and including the application, so for best results, it is necessary to use one of the tested hardware
configurations. Although REC is intended to run on a variety of different hardware platforms, it includes a hardware detector component that customizes
each installation based on the hardware present and will need (possibly minor) changes to run on additional hardware configurations. Preliminary support
is present in Akraino Release 1 of REC for HP DL380 generation 9 and 10, Dell R740xd and Nokia Open Edge servers, but the primary focus of Release 1
testing is the Nokia Open Edge servers, so some issues may be encountered with other server types.

Minimum of 3 nodes

Total Physical Compute Cores: 60 (120 vCPUs)

Total Physical Compute Memory: 192GB minimum per node

Total SSD-based OS Storage: 2.8 TB (6 x 480GB SSDs)

Total Application-based Raw Storage: 5.7 TB (6 x 960GB SSDO

Networking Per Server:  Apps - 2 x 25GbE (per Server) and DCIM - 2 x 10GbE + 1 1Gbt (shared)

The specific recommended configuration as of the Release 1 timeframe is the Open Edge configuration documented in the Radio Edge Cloud Validation
Lab

BIOS Requirements:

BIOS set to Legacy (Not UEFI, although UEFI support is partially implemented and should be available in 2020)
CPU Configuration/Turbo Mode Disabled

Virtualization Enabled

IPMI Enabled

Boot Order set with Hard Disk listed as first in the list.

As of Release 1 and 2, Radio Edge Cloud does not yet include automatic configuration for a pre-boot environment. The following versions were manually
loaded on the Open Edge servers in the Radio Edge Cloud Validation Lab using the incomplete but functional script available here. In the future, automatic
configuration of the pre-boot environment is expected to be a function of the Regional Controller under the direction of the REC pod create workflow script.

BIOS1: 3B06
BMC1.: 3.13.00

L]

L]

® BMC2: 3.08.00
* CPLD: 0x01

Network Requirements:

The REC cluster requires the following segmented (VLAN), routed networks accessible by all nodes in the cluster:

® External Operations, Administration and Management (OAM) Network Report a B
® Qut Of Band (OOB) (iLO/iDRAC) network(s)


https://wiki.akraino.org/display/AK/Radio+Edge+Cloud+Validation+Lab
https://wiki.akraino.org/display/AK/Radio+Edge+Cloud+Validation+Lab
https://wiki.akraino.org/display/AK/Radio+Edge+Cloud+Validation+Lab
https://github.com/pcarver/OpenEdgeRedfish
https://gerrit.akraino.org/r/gitweb?p=rec.git;a=tree;f=workflows;hb=HEAD
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® Storage/Ceph network(s)
® Internal network for Kubernetes connectivity
® NTP and DNS accessibility
The REC installer will configure NTP and DNS using the parameters entered in the user_config.yaml. However, the network

must be configured for the REC cluster to be able to access the NTP and DNS servers prior to the install.

About user_config.yaml
The user_config.yaml file contains details for your REC cluster such as required network CIDRs, usernames, passwords,
DNS and NTP server ip addresses, etc. The REC configuration is flexible, but there are dependencies: e.g., using DPDK
requires a networking profile with ovs-dpdk type, a performance profile with CPU pinning & hugepages and performance
profile links on the compute node(s).
The following link points to the latest user_config template with descriptions and examples for every available parameter:
user_config.yaml template
1 Note: the version number listed in the user_config.yaml needs to follow closely the version from the template. There is a strict version checking
during deployment for the first two part of the version number. The following rules apply to the yaml's version parameter:

### Ver si on nunbering:
#Hit# X.0.0

Hittt - Major structural changes conpared to the previous version.
FHE - Requires all users to update their user configuration to
HitHt the new tenpl ate

#it# a. X. 0

#it# - Significant changes in the tenplate within current structure
Hitt (e.g. new nandatory attributes)

wHE - Requires all users to update their user configuration according
HiH to the new tenplate (e.g. add new mandatory attributes)

#it# a.b. X

FHE - Mnor changes in tenplate (e.g. new optional attributes or
HitHt changes in possible values, value ranges or default val ues)
Hittt - Backwards conpatible

Example user_config.yaml

user_config.yaml

version: 2.0.5
name: rec-sanple

description: REC Deploynent on Nokia OpenEdge Server

time:
ntp_servers: [216.239.35.4, 216.239. 35.5]
zone: Anerical/ New_Yor k

users:
adm n_user _nane: cl oudadmi n
admi n_user _password: "$9$bl 0ck=959000$V07qr Q4t KMbDTWIj $W 9c TTQThWIEWB3THH29SZel GU66K2FHF f F$1wl vh9CACKJ
| HvZFGdbedw79ag2. 2Agt DROTTTCWKBEqOkQn/ ™
initial _user_nane: nyadnin
initial _user_password: FY625czv5R
adni n_password: ycj PSEAmA

net wor ki ng:
dns: [ 8.8.8.8, 8.8.4.4]
ntu: 9000

infra_external:
net wor k_donai ns:
rack- 1:
cidr: 192.168.10.0/ 24
vl an: 141
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https://gerrit.akraino.org/r/gitweb?p=ta/config-manager.git;a=blob;f=userconfigtemplate/user_config.yaml;hb=refs/heads/master
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gateway: 192.168.10.1
i p_range_start: 192.168.10.210
i p_range_end: 192.168.10. 213

infra_storage_cluster:
net wor k_donmai ns:
rack- 1:
cidr: 192.169.10.0/ 24
ip_range_start: 192.169.10.211
i p_range_end: 192.169. 10. 213
vl an: 142

infra_internal:
net wor k_donmai ns:
rack- 1:
cidr: 192.167.10.0/24
ip_range_start: 192.167.10.211
i p_range_end: 192.167.10. 250
vl an: 144

provi der _net wor ks:
provi derlnternal :
vl an_ranges: "2002:2003"
provi der Ext er nal :
vl an_ranges: "2004:2005"
provi der Sriov:
vl an_ranges: "2006:2008"

caas:
docker _si ze_quota: 2G
hel m operation_timeout: 900
dockerO_cidr: 172.17.0.1/16
instantiation_tinmeout: 60
encrypted_ca:
[ " U2FsdGVkX1+i aW Yk3WD 1l Fpf VdughR5aDKo2NpcBwW2USt YnepH r 51 JD3euoll S\ n7agR5K2My 8z YAWFTYYqZncVf YZt 7Tc8zB2yz ATEI HEV8
PQUZRHgPdR+/ Or wgj WAB\ ni / R+4Ec3Kko6e SOVWWDF dhhK/ nwez NNVFQ:E WKOwz/ w7 Anl 9egi Xnl HOg2P
/ts06\ np3e9J6l y5ZLp9VWDk2ddAXChnJyC6PI F7ou
/ UpFOv TEXRgW WZV6 SUAgdxg5Evam ndnmmwgj RubAcxSo7Y8dj Ht spsB2HgYs90BCBt | NHr Ej 5SWARDNVR/ kW ywl+S7zL1G nw pDykBRbq
/5] RQ qO Ct 98y NDAdGSWZ+kqMDf Lri HApQoQzMei c TAKRpl QNX2g90\ nT
[ 7CXKmB3uBxM7a9k2LS22Lj szyd2vxt h4j A+SLNOB5I T8Fnf DY3PvNnvKaDGX4\ nuMWPASyj pPj ne3LwsKeu+T8RcKcJIPOoZMNZGLm
/ 5] VgnmBRXbM/t | 0oEaHWs VaSuwX\ nnMyGQHNHop+LK+5a01 nYn4ZJo9sbvr Hp9Vz 4Vo+Az g TVXWAANEHf M/ pphGraRCb\ ncPJggJqnF6s5CAPDR
vwXzqj j VQy2P1/ AhJugWHZw3dt ux4xe3RZ+AMS2YWH Si 1\ nl xAGQ sLL28KIMc5ACx X5¢cuSB
/ nO19af pf 62y OPI kOZVh8+bxnB4YBRz GLTSnFNr 3\ ndauT9
/ gCUBS5ThE93r | f PWSPRyp9j UEBLj gTpgDQPN5AP0JI | WLZQW 6t vS| TO4Hc\ nwOHZ7Ec AC7Emma.QYTyL6i i f Hi ZHop9g2cl XAOMJ9USQygMOKx Fr
xEyF4i Wis CCXP\ nf TA3bgzvl vqf k9p2Cu9DOTRHGLby 2YSj +oghsFDCf hf MLv 2l p2YGPdJI My 7k NX19\ nkBpV4Rf cwONCg2hhXbHZ7Lt ej | QLht 8
HnnmY5/ AnJ/ HRdnPb+f cdgS9ZFcGs AH2z e\ nSe7hb+M\p80JsuX4A+j G Bacj WL+KbX5RDIp/ / 5dEngJ Dkbf Mct L1KukBaDr bpci \ np
/ TeVmLhwl QogeVuF
/ Y5vCokg6Mb+f 28) FI+R+P20BY3f AvBhnd+ZnmG UWKx mVIF+\ nV3npFk YgXW5+nt Vh8FsOnhr CkqRLTNBj 5UNhsMeZ4v G | u+dPMJ 62wa6CGoGVj u
s\ nlj/ Upal 9RYW hSykUKcWIOKEB929/ e4Sz0Y6s3Pzy 1+xdnmKDPt aBUHOUT3Lj MW Y\ nor deLOUj KYgqWevpb7Vf ma3UDOt z6n/ CyHNDVhA
/ Fi oadEy6i JvL316Kf 3t 069cN+\ nvKWav/ | eazxdhBSbhat PKN3qwESkzr 3el 2yr dZL4gehf | RMpOr Fuz Zf RB69UFPbgqg\ nkTQ JHb0CaJ Tt 6er
| Xfjt MZoct Wxt Yf 58CgMI06QxK5kLKe5Yi b73cVyzhmm z4\ nEt Us10QCA5AI hHgVES8Zr gZKWDhR+pnFPG3eVi t JoUe DNEe9v VEEX8Ti Wi+H10
HG n8Uy CKFyyPCj 50MWbwGSgQg=="
encrypted_ca_key:
[ " U2FsdGVKX1+W NST+Wkys FUHYAPf Vi We01t CCQs XPs W UskB40oNNC78bXdEv33+3\ ncDl ubc9F0Zi Hxkng70LKCFV5KOneHf g6c3l PaMdzwal3
4UCE 80ri | o0YVozxqnK/ S\ nTAsOi Or JnzRz4hkTr e4x V0l 2Zuc\WBgquP4
/ s1yUK3I JF84SDf Ei 26uPsBOr UpU9Q\ nl BxY2r | dK+yZUZUFehQb82dvi nOCSi XDY63c YLIMYEWBF JEeY+RGWIZuuGp3qgy\ ny Vf ByZ5
| kwF9ga6+ToYw2z Xi ok GFf Bqi AFnXU7 Q@6Weu2qndMQoi y3j FU2Dj EQ 6N nVgZHzr PUUUr nQGALY ASbl WINHVQy q4r mvirs TEI 02xcl z8n7Yzd
/ HEFo/ C5z5x+My\ n2SA Bl RCy6bTSpz U7i i xI 5U6r 5/ Xf r f QJ+OnRgl
/ P2QmiI2swgzcLOUpDl quDeuP\ nd46ceWMOBnl i nRps4cX5nQRI 1SLaypHLr Ri Qonl P7g+j r HEco6wSt ¢458r zX1WW nhPM nnl VhH4sJNgh5c5
/ 1BvzSBdnx0ql BcFA6f R8Xf L
/| DnRFs Af Rax VWadpusc\ nXf h4LNNgROHTONH6Yf Bpd66yBYsj FoW pOVWKMADhNBgN1a94OFvRS4+i Uf skj C2wh n4w4Y]j Pl uRBx | 5t 9e T4wxX8D3
28i kgP4ZQr PAUZoDpLThhRZ62pTCknCeVj +C77990 nEbopqCy+6Bl XZHaknezB61
/fyjthoLBbxpyqNvKI GGamWNI 3d7wglvwTHch5QLO+wA n5f uRqol RUt Gs ¢ SQXp8ECh4ki axhXXJLkVIw7auQdgxqgxQol f +dt 2Vi wdy FNj dHz 8\ ng
PFc AomDGO+T7x HVF1HEX qUXk B4Qz TK934pMWol wu5Mez Bl z8bxj 5+EeF7Pt kdnj \ ng4r wi hGY7aEhPr XVoq19t sbMYwDGZQvbTKt WDOxr D6r uTDT
WZxVZc EOAX5KCFOQg\ ngRer CBc LNERMAFSAgUK90v71TNQoMpVea3/ 01Ec8CGhHIf ozvr mAVgBpbFOaj | ML/ \ nZvG nnvr JEk
/ Pel CEu+Ni 9zr n7DxGZgJ 71 bcDU7Ng/ 18KNv OQah4 Ry h9aDKVSD4r \ nvgZKz | HPRgKoHTxTZ2uP1LBgK2Ux 1R hl AcZFAMAYxg
/ gl uxnHKCi nZ04r I j | 0i f\ nNOWSI 7uh8Tsyi dZv+i KpG+rJgWsoe7R8x LI U3ceFl | kghAGVRn
/ Uyi r GXYPzxXbf B\ naphYFBuj 6Fbt di sM7euX2A9F20UMer edi t R
/ z6Q1Et y1xX9aNudQ1YcL6yr 7pA \ nl X3NANI p2Ra9Fr 95ne9aEnwdMrGs Q6Dj xHczEc .
J Gt Qs Er vA+EWIKITUBP LI 4615/ OV2511t hG5+03y XKRsymK371\ nXAg+hHge 2x5PR]
/ 38GgB1XNAUDUOR\ n3EyVO1Umm6! r YDQWHNgj GG i mOdpLFHkQoxDNi Rr 8QX5eshAbVI



#

/ DBhgvr 2j nq9ed3d! Kl Hor kw3sj Buw NZj wA naduL3U+WIUv UCY/ Vit | xJZdULkVLwWSnk Dh+8HK
[ eZ7AuHW Q D9JzAr Co5CCMVFJIL\ noYO0Il KxzhhP+4BmaMabwcuooxM WR3f u3TOsgc TEZt G61we SUDWIgwWec5QAXN 71 t \ nqzP2b1eNPp050MI6A

LI e+8MOMVB4Hi gbSi LB3

/ r FS8KkhZcdJl i Bc+l g6 TBFX9QW nS0Jh4WgJInO0BS5! ai | 7DRpOEIbUUNLLEFTAA9PIT1Dc| wngPuv6l YNQdz Yl uaX6cvy\ nNhCH+XdbaFk AOKCs p
69uZWjzweoej Ao24C 71J9HAy Mz BDW 7/ f LAYQuj S6z2C9IY\ ny3zhk8VG 9SYt MB1bPdmx Bl CyLEl Z6qf

/ cyj sSWNB90TTI TCYbSul r B4pi JH35t 17\ nd7eFZ7QXManpJz CQy AcKsx TDVdeKhHj VxsnSWivm R31Hnr xw3y QQH2pbGLc HBWI\ ngz +

/ xpgxh5x0dGzqOKqggf GO BOSpz HFMuuoXToYbc Al WWRc TPnVR7B1kOm2O LG nhuOxX29Dy pSMRH snoef f JaUoZ2w BKAQZNpe5Jb80ANn/ aO+8
/ oKnt aZgJgect sM nf r VSLZt dPnH621 Py 1i 5CnoFl 6JkX70f i cIJwBYQyswWRp2z5HL9c SEAI R3MOr / Yco+\ nj Ju51i dT3u5+hUl | dZt Et A=="]

tenant _networks: [ providerExternal ]

st or age:
backends:
Ivm
enabl ed: fal se

ceph:
osd_pool _defaul t _size: 2
enabl ed: true

network_profiles:
control |l er_network:
I'i nux_bondi ng_options: "node=l acp"
ovs_bondi ng_options: "node=l acp"

bondi ng_i nt er f aces:
bond0: [enp94s0f 0, enp94s0f 1]
bondl: [enpl35s0f0, enpl135s0f 1]

interface_net_mappi ng:
bondO: [infra_internal, infra_external,

provi der _networ k_i nterfaces:
bond1:
type: caas

provi der _networks: [ providerlnternal,

conput e_net wor k:
I'i nux_bondi ng_options: "node=l acp"
ovs_bondi ng_options: "node=l acp"

bondi ng_i nterf aces:
bond0: [ens94s0f 0, ens94s0f 1]
bondl: [enpl35s0f0, enpl135s0f 1]

interface_net_mappi ng:
bondO: [ infra_internal ]

provi der _networ k_i nterfaces:
bond1:
type: caas

provi der _networks: [ providerlnternal,

performance_profiles:
caas_cpu_profile:
caas_cpu_pool s:
excl usi ve_pool _percent age: 34
shar ed_pool _percentage: 66
tuning: standard

storage_profiles:
caas_wor ker _docker _profile:
Ivm.instance_storage_partitions: ["1"]
backend: bare_lvm
I v_nare: docker

ceph_backend_profile
backend: ceph
nr_of _ceph_osd_di sks: 2
ceph_pg_openst ack_caas_share_ratio: "0:1"

host s:

infra_storage_cluster]

provi der External ]

provi der External ]
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#

control ler-1:
service_profiles:
networ k_profiles:
storage_profiles:
perfornmance_profiles:
net wor k_domai n: rack-1

caas_master, storage ]
control | er_network ]
ceph_backend_profile ]
caas_cpu_profile ]

[
[
[
[

hwrgnt :
address: 192.166. 10. 211
user: r oot

password: c5zgUQef

controller-2:
service_profiles: [ caas_master, storage ]
networ k_profiles: [ controller_network ]
storage_profiles: [ ceph_backend_profile ]
performance_profiles: [ caas_cpu_profile ]
net wor k_domai n: rack-1

hwrgnt :
address: 192.166. 10. 212
user: r oot

passwor d: c5zgUQGf

controller-3:
service_profiles: [ caas_master, storage ]
networ k_profiles: [ controller_network ]
storage_profiles: [ ceph_backend_profile ]
performance_profiles: [ caas_cpu_profile ]
net wor k_domai n: rack-1

hwrgnt :
address: 192.166. 10. 213
user: r oot

password: c5zgUQGf

host _os:

grub2_passwor d: grub. pbkdf 2. sha512. 10000.
CC6F56BFCFB90CA9EGE16DC7234BF4DE4159982B6D121DC8EC6BF0918C7AS0E8604CA40689A8B26 EA01BF2A76D33F7E6C614E6289ABBAAGY
44ECB2B6DEB2F3CF.
4B929016A827C36142CC126EB47E86F5F98E92C8C2C924AD0CI8436E4699DF7536894F69BB904FDB5E609BIASD67E28A7D79E8521COBOAEG
C031589FA0452A21

YAML Requirements

®* The YAML files need to edited/created using Linux editors or in Windows Notepad++
® YAML files do not support TABS. You must space over to the location for the text.

Note: You have a better chance at creating a working YAML by editing an existing file or using the template rather than starting from scratch.

Installing REC

Obtaining the 1SO Image

Recent builds can be obtained from the Akraino Nexus server. Choose either "latest" or a specific build number from the old release images directory for
builds prior to the AMD/ARM split or the AMDG64 builds or the ARM64 builds and download the file install.iso.

Akraino REC or TA Build Notes
Release ISO Build Date
1 Build 9. This 2019-05- = Build number 9 is known to NOT work on Dell servers or any of the ARM options listed below. If attempting to install on Dell
build has been 30 servers, it is suggested to use builds from no earlier than June 10th

removed from
Nexus (probably
due to age)
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https://nexus.akraino.org/content/repositories/images-snapshots/TA/release-1/images/
https://nexus.akraino.org/content/repositories/images-snapshots/TA/release-1/images/
https://nexus.akraino.org/content/repositories/images-snapshots/TA/images/amd64/
https://nexus.akraino.org/content/repositories/images-snapshots/TA/images/arm64/
#

2 Build 237. This 2019-11-  Itis possible that there may still be some issues on Dell servers. Most testing has been done on Open Edge. Some builds

build has been 18 between June 10th and November 18th have been successfully used on Dell servers, but because of a current lack of
removed from Remote Installer support for Dell (or indeed anything other than Open Edge), the manual testing is not as frequent as the
Nexus (probably automated testing of REC on Open Edge. If you are interested in testing or deploying on platforms other than Open Edge,
due to age) please join the Radio Edge Cloud Project Meetings.

3-AMD64 | Build 237. This 2020-05- ' This is a minor update to Akraino Release 2 of AMD64 based Radio Edge Cloud
build has been 29
removed from
Nexus (probably
due to age)

3-ARM64  Arm build 134. 2020-04- ' This is the first ARM based release of Radio Edge Cloud
This build has 13
been removed
from Nexus
(probably due to
age)

4 - AMD64 *AMD64 build 2020-11- ' The ARM build is unchanged since Release 3
230% 03

Options for booting the ISO on your target hardware include NFS, HTTP, or USB memory stick. You must place the ISO in a suitable location (e.g., NFS
server, HTTP(S) server or USB memory stick before starting the boot process. The file bootcd.iso, which is also in the same directory, is used only when
deploying via the Akraino Regional Controller using the Telco Appliance Remote Installer. You can ignore bootcd.iso when following the manual procedure
below.

Preparing for Boot from ISO Image
Nokia OpenEdge
Servers

Using the BMC, configure a
userid and password on each
blade and ensure that the
VMedia Access checkbox is
checked.

The expected physical
configuration as described in R
adio Edge Cloud Validation
Lab is that each server in the
cluster has two SSD 480GB
SATA 1dwpd M.2 2280 on a
riser card inside the server
and two SSD 960GB SATA
3dwpd 2.5 inch on the front
panel. There is no RAID
configuration used. The
reference implementation in
the Radio Edge Cloud
Validation Lab uses one M.2
drive as the physical volume
for LVM and both 2.5 inch
SSDs as Ceph volumes.

HP Servers
Dell Servers

Provision the disk
configuration of the server via
iDRAC such that the desired
disks will be visible to the OS
in the desired order. The
installation will use /dev/sda
as the root disk and /dev/sdb
and /dev/sdc as the Ceph
volumes.

Ampere Servers
Darrin Vallis

Download and print hardware
configuration guide for REC

test installation

Each server requires 2
SSDs
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Each server requires 3
NIC ports and 1 BMC
connection

"Dumb" switch or vVLAN
is connected to two
NIC ports

1 NIC port and BMC
are connected to router
via switch

REC ISO will recognize
Ampere based Lenovo HR330
1U, HR350 2U or openEDGE
sleds with "Hawk"
motherboard

Designate 1 server as Node
1. It runs all code to complete
the installation

Boot each server with a
monitor attached to the VGA
port. Note the BMC IP
address.

Boot note 1 into Operating
System. Note Linux names for
all Ethernet ports on hardware
guide.

Download and edit user_config
yaml

cidr is range of IPs

infra_external has
network access

infra_internal is VLAN
or dumb switch without
network access

infra_storage are IPs
on internal network
used for storage

Interface_net_mapping
must be set with NIC
port names previously
obtained for Node 1

hwmgmt is IP
addresses of all BMCs.
Node 1 is the master

Marvell Servers

@ Carl Yang <carlyang@marv
ell.com>

Booting from the ISO Image

Nokia OpenEdge
Servers

Login to the controller-1 BMC
ip using a web browser
(httpS://XXX. XXX XXX XXX).

Go to Settings/Media

Redirection/General Settings.

Select the Remote Media
Support.
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Select the Mount CD/DVD.

Type the NFS server IP
address.

Type the NFS share path.

Select the nfs in Share Type
for CD/DVD.

Click Save.

Click OK to restart the VMedia
Service.

Go to Settings/Media
Redirection/Remote Images.

Select the image for the first
CD/DVD device from the drop-
down list.

Click the play button to map
the image with the server's CD
/DVD devices. The
Redirection Status changes to
Started when the image
redirection succeeds.

Go to Control & Maintain
/Remote Control to open the
Remote Console.

Reset the server.

Press F11 to boot menu and
select boot from CD/DVD
device.

HP Servers

Login to iLo for Controller 1
for the installation

Go to Remote Console &
Media

Scroll to HTML 5 Console
* URL

http://XXX.XXX.
XXX XX XXXX
/IREC_RC1
/install.iso_->
Virtual Media
URL

* NFS

< IP to connect
for NFS file
system>/<file
path>/install.iso

Check “Boot on Next Reset” -
> Insert Media

Reset System
Dell Servers

Go to Configuration/Virtual
Media

Scroll down to Remote File
Share and enter the url for
ISO into the Image File Path fi
eld.
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* URL:

http://XXX.XXX.
XXX XX XXXX
/REC_RCl/instal
liso

* NFS

< IP to connect for NFS
file system>/<file path>
finstall.iso>

Select Connect.

Open Virtual Console, and
go to Boot

Set Boot Action to Virtual CD
/DVS/ISO

Then Power/Reset System

Be sure to read the note
below on Dell servers

Ampere Servers
Darrin Vallis

Download install.aarch64.iso
from the latest Telco
Appliance build. A complete
list of ARM aarch64 builds is
available here.

Mount install.aarch64.iso as
NFS share on Linux file
system in same network as
REC cluster

Download and unzip ampere_
virtual_media_v2.zip

Edit mount_media.sh and
dismount_media.sh. Set
IPMI_LOCATION to IP
address of Node 1 BMC,
NFS_IP to IP of NFS server,
ISO_LOCATION to NFS path
for install.aarch64.iso

Run mount_media.sh. This
will connect install.aarch64.iso
as a CDROM on Node 1

Boot Node 1 into BIOS. Force
boot from CD by selecting
"Save & Exit" tab on BIOS,
Boot Override CDDROM

REC Telco Appliance will
begin installation

See instructions below
Marvell Servers

@ Carl Yang <carlyang@marv
ell.com>

After rebooting, the installation will bring up the Akraino Edge Stack screen.
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The first step is to clean all the drives discovered before installing the ISO image.

bspa from PCCT|
trying .

not i F i . tryging. ..

1 1med i )
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1 Imed

ce f L k. lling image on ~sde
ing GPT and HMB

loop or partition
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ition

bling
Copying inste

this node

Select, 0 Set external network at the Installation window, press OK.

Installation

B § 3
1 Start installation

Arrow down to and press the spacebar to select the network interface to be used for the external network.

If using bonded nics, select the first interface in the bond.
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Enter the external ip address with CIDR for controller-1: 172.28.15.211/24
Enter the gateway ip address for the external ip address just entered: 172.28.15.1
Enter the VLAN number: 141

The installation will check the link and connectivity of the IP addresses entered.

If the connectivity test passed, then Installation window will return.

Uploading user_config.yaml
Go to your RC or jump server and scp (or sftp) your user_config.yaml to controller-1's /etc/userconfig directory.
initial credentials: root/root.

scp user_config.yaml root@<controller-1 ip address>/etc/userconfig/

Select, 1 Start installation and OK.
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Installation

B Set external network

After selecting Start Installation, the installation should start automatically, and the content of /srv/deployment/log/bootstrap.log should be displayed on
the remote console.

Monitoring Deployment Progress/Status
You can monitor the REC deployment by checking the remote console screen or by tailing the logs on controller-1 node's /srv/deployment/log/ directory.
There are two log files:

bootstrap.log: deployment status log

cm.log: ansible execution log

tail -f /srv/deployment/log/cm.log

tail -f /srv/deployment/log/bootstrap.log

Note: When the deployment to all the nodes has completed, “controller-1” will reboot automatically.
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1 Special Attention Required on Dell
A Note on deploying on DELL severs:

Currently, a manual step is required when doing an installation on Dell servers. After the networking has been set up and the deployment has
started, the following message will be shown on the console screen on controller-2 and controller-3:

Strike F1 to retry boot, FZ for system setup, F10 for lifecycle controller, F11
for boot manager.

ote that in FZ2/F10/F11 cases a system reboot will be initiated

ooting from Hard drive C:

ooting from IBA 40G Slot 1900 v1066

Intel (R) Boot Agent 40G v1.0.66

opyright (C) 1997-2016, Intel Corporation

XE-E61: Media test failure, check cable
Exiting Intel Boot Agent.

o boot device available.

urrent boot mode is set to BIOS.

lease ensure compatible bootable media is available.

Jse the system setup program to change the boot mode as needed.

At this point, both controller-2 and controller-3 should be set to boot from virtual CD/DVD/ISO.
To do this:
® Log on to the iDrac web interface
® Select "Launch Virtual Console"
® In the Virtual Console:
O Select "Boot | Virtual CD/DVD/ISO" and confirm
O Select "Power | Reset System (Warm Boot)" and confirm

Again, this needs to be done for both controller-2 and controller-3. After this, the installation should continue normally.

As a reference, during this time, viewing the file /srv/deployment/log/cm.log on controller-1 will show the following:
FAILED - RETRYING: Verify node provisioning state. Waiting for 60mins max. (278 retries left).
FAILED - RETRYING: Verify node provisioning state. Waiting for 60mins max. (277 retries left).
FAILED - RETRYING: Verify node provisioning state. Waiting for 60mins max. (276 retries left).
This will continue until the above manual step is completed or a timeout happens. After the manual step, the following messages will appear:
ok: [controller-2 -> localhost]

ok: [controller-3 -> localhost]

Verifying Deployment
A post-installation verification is required to ensure that all nodes and services were properly deployed.
You need to establish an ssh connection to the controller’s VIP address and login with administrative rights.
tail /srv/deployment/log/bootstrap.log
You should see: Installation complete, Installation Succeeded.

Go to REC Test Document and follow the steps outlined there to ensure that all nodes and services were properly deployed.
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To re-launch a failed deployment
There are two options for redeploying. (Execute as root)

1. /opt/cmframework/scripts/bootstrap.sh /etc/userconfig/user_config.yaml --install &
2. openvt -s -w /opt/start-menu/start_menu.sh &

Note: In some cases modifications to the user_config.yaml may be necessary to resolve a failure.

If re-deployment is not possible, then the deployment will need to be started from booting to the REC.iso,

RIC RO Installation onto REC

REC Release R1 includes the ability to run the RO version of the RIC.
This RO is limited functionality of the RIC plaform, but demonstrates the basic RIC platform components of appmgr, rtmgmr, redis, e2term, etmgr.

Additionally it is possible to load robot test suites to verify functionality, but not all test cases will work in this version of RIC.
As more functionality becomes available, more test cases will work and more tests will be added.

Onboarding RIC RO is a manual step at present, in future it will be included in the REC build process.
RIC RO includes scripts to bring up the RIC onto a generic kubernetes platform.
To bring it up on the REC, follow the steps below.
Step 1:
Login to the controller 1 as cloudadmin and clone the scripts used to bring up the RIC on a REC cluster.
git clone https://gerrit.akraino.org/r/rec.git
Step 2:
Copy the scripts to your home directory
cp rec/workflows/ric_automation.sh rec/workflows/robot_test_ric.sh rec/workflows/nanobot.sh ./
Step 3:
Run the ric_automation.sh script.
bash ric_automation.sh
Once the script completes, verify the output below indicating successful deployment of the RIC helm charts.

+ helm install localric/ric --namespace ricplatform --name ric-full --set appmgr.appmgr.service.appmgr.extport=30099 --set e2mgr.e2mgr.service.http.
extport=30199
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LAST DEPLOYED: Fri Jun 28 17:42:53 2019
NAMESPACE: ricplatform
STATUS: DEPLOYED

RESOURCES:

==> v1/ Confi gMap

NAME DATA AGE
ric-full-appngr-appconfig 1 Os
ric-full -appngr-appenv 1 0s
ric-full-e2mgr-router-configmap 1 Os
ric-full-e2termrouter-configmap 1 Os

==> v1/ Depl oynent

NAME READY UP- TO- DATE AVAI LABLE ACGE
ric-full-appmgr 0/1 1 0 Os
ric-full-dbaas 0/1 1 0 Os
ric-full-e2mgr 0/1 1 0 Os
ric-full-e2term0/1 1 0 Os
ric-full-rtmgr 0/1 1 0 Os

==> v1/ Pod(rel at ed)

NAVE READY STATUS RESTARTS ACE

ric-full-appngr-74b4f 68459-rhwf6 0/ 1 ContainerCreating O Os
ric-full-dbaas-877f5788d-rpg87 0/ 1 ContainerCreating 0 Os
ric-full-e2ngr-f6956b9f 8- kxc6q 0/ 1 ContainerCreating 0 Os
ric-full-e2termf6556544c-pzxgv 0/ 1 ContainerCreating O Os
ric-full-rtmngr-95f7cb5cc-bfhdx 0/1 ContainerCreating 0 Os

==> v1/ Service

NAVE TYPE CLUSTER-| P EXTERNAL- I P PORT(S) AGE

ric-full-appmgr Custerl|P 10.254. 254. 49 <none> 8080/ TCP 0Os
ric-full-dbaas CusterlP 10.254. 188. 227 <none> 6379/ TCP 0Os
ric-full-e2mgr Custerl| P 10.254.93. 207 <none> 3800/ TCP, 3801/ TCP 0s
ric-full-e2term dusterlP 10.254. 208. 204 <none> 38000/ TCP Os
ric-full-rtmgr Custerl P 10.254.70.83 <none> 5656/ TCP Os

Step 4:
Verify the RIC pods are all coming up and running.

kubectl get pods -n ricplatform

NAME READY STATUS RESTARTS ACE

ric-full -appngr-74b4f 68459-rhwf6 1/1 Running O 2nbs
ric-full-dbaas-877f5788d-rpg87 1/1 Running O 2nbs
ric-full-e2ngr-f6956b9f8-kxc6q 1/1 Running O 2nbs
ric-full-e2termf6556544c-pzxgv 1/1 Running O 2nbs
ric-full-rtngr-95f7cb5cc-bfhdx 1/1 Running O 2nbs

Note: It may take a little time so repeat the command at some intervals. If they do not come up as Running, you should use standard kubernetes
command such as kubectl describe, kubectl logs to troubleshoot and resolve the issue.

Step5:
Now that you have running RIC RO, on the REC, you can install robot test scripts to do more verification of the RIC components. These at present only
provide limited testing but more tests will be added later as more functionality is developed in later RIC releases.
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